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On Corrosion-Induced Creep
and the Shedding of Oxide Pest
From Metal Plates
We consider a boundary value problem for a flat plate of an originally ductile metal
is subject to surface corrosion. Corrosion is modeled with the aid of two mobile in
faces. The leading interface is an oxidation front where volumetric expansion gene
stress. This interface is initially present, with its location taken as prescribed. The tra
interface is a failure front associated with the shedding of oxide pest. This interface i
initially present, rather it first appears at some finite time into the process, and is d
mined via a stress-based failure criterion. The problem is reduced to a set of ordi
differential equations whose form changes depending on whether or not sheddin
initiated. Numerical treatment shows a substantial increase in creep rate due to o
shedding.@DOI: 10.1115/1.1604837#
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1 Introduction
We present a simple treatment for certain stress-related is

pertaining to the formation, growth, and degradation of a cor
sion surface layer on an infinite plate. The formulation is in ter
of a boundary value problem wherein the metal is ductile and
oxide is brittle. Corrosion near each surface is modeled with
aid of two mobile interfaces. The leading interface is an oxidat
front where volumetric expansion~described by the Pilling-
Bedworth ratio! generates stress. This interface is taken to co
cide with the external boundary att50 with subsequent motion
into the plate interior. The trailing interface is a failure front a
sociated with the shedding of oxide pest. This front also first
pears at the external boundary, but at some timet5t f f.0 associ-
ated with the satisfaction of an appropriate failure conditio
Passage of this second front sheds material from the plate the
generating corrosion pest found either as loose surface scale
external debris.

Since oxide formation involves volumetric expansion, the f
mation of oxide on originally unstressed metal will generate str
if the oxide is constrained so that this volume is not attained,@1#.
Such a constraint occurs when transformation from metal to ox
takes place in the interior of an oxide layer as for example will
the case if oxygen ions have sufficiently higher mobility th
metal ions within the oxide. The advance of oxidation fronts c
then be modeled on the basis of the continuum mechanic
diffusion, @2#. The free volume change associated with oxidat
is described with the aid of the Pilling-Bedworth ratio~PBr!
which is regarded as a material parameter. The PBr is tabul
for standard metal-to-oxide transformations of engineering sign
cance, and associated eigenstrain-type problems have been
lyzed for the constraint stresses associated with oxide forma
@3–5#. Oxide degradation due to such stress is addressed in@6,7#.
The combined effects of diffusion and stress in the setting
carefully posed boundary value problems is discussed in@8#.

For ductile metals, creep provides a mechanism for stress
laxation. Analysis of creep relaxation during oxide growth is p

1Deceased. This article is dedicated to him by his co-authors.
2To whom correspondence should be addressed.
Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF

MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Mar.
2002; final revision, Mar. 27, 2003. Associate Editor: E. Arruda. Discussion on
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California–Santa Barb
Santa Barbara, CA 93106-5070, and will be accepted until four months after
publication of the paper itself in the ASME JOURNAL OF APPLIED MECHANICS.
Copyright © 2Journal of Applied Mechanics
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vided by Bernstein@9# and by Touati et al.@10# via the consider-
ation of boundary value problems in the setting of infinitesim
strain. This provides a framework for determining the evolution
the stress fields in the oxide. Here we extend this type of cr
analysis so as to consider the possibility of oxide failure in
event that the oxide stresses become tensile.

We consider an appropriate boundary value problem for a
plate of original thickness 2H subject to advancing oxidation
frontsX56Doxy(t) beginning from each of the two plate surfac
X56H. In view of the system symmetry, the problem is form
lated on 0<X<H paying special attention to an infinitesima
strain description that allows each locationX to creep prior to
oxidation and to undergo free volume expansion at its instan
oxidation. After oxidation this inelastic strain is locked in, wher
upon all additional strain for locations in the oxide (Doxy(t),X
,H) is due solely to elastic effects. Due to the in-plane constra
afforded by the parallel metal and oxide zones~i.e., displacement
continuity!, the in-plane stress is originally tensile in the me
and compressive in the oxide. The in-plane compressive stres
the oxide is minimized at the external surfaceX5H, since this
location does not undergo creep prior to oxidation.

The simple flat plate geometry permits a boundary value pr
lem treatment that reduces to a system of ordinary differen
equations with time as the independent variable. On this basis
show that the stress fields in the oxide can evolve with time fr
a state of global compression to a state with localized tensions
the assumption that tension leads to oxide failure in the form
corrosion pest, this naturally leads to a description involving b
the oxidation interfaceX5Doxy(t) and a shedding interfaceX
5Dpest(t). The latter is described by a failure condition in ra
form, and, as we show, the mathematical formulation gives ris
differential equations with retarded time arguments. In the
ample considered here these equations are treated by proce
that are standard in the study of differential equations with
tarded time arguments.

Section 2 gives the general formulation of the governing eq
tions describing these processes. Section 3 treats these equ
so long as the oxide remains in a state of compressive str
During this period the retarded time is the instant of first oxi
formation, and the associated retarded time terms evaluate to
A numerical example is presented for this case demonstrating
the stress in the oxide will change from compressive to tens
with the change first occurring at the plate’s external surface. S
tion 4 extends the treatment to account for shedding of the sur
oxide when the in-plane stress becomes sufficiently tensile.
this shedding analysis, the retarded time is the time at which
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currently failing oxide had experienced its prior transformati
from metal to oxide. This time value is not known in advance a
becomes an additional system variable. The associated increa
the number of system unknowns is compensated by a supple
tal differential equation that follows from the rate form of th
failure condition. The resulting formulation remains well-pose
and the numerical example is continued into the shedding reg
After a brief transient, the oxide layer is found to assume a thi
ness that is relatively constant. Namely, the rate of thickn
variation is approximately an order of magnitude less than the
of corrosion advance. Further, the metal core carries additio
tensile load, and this significantly increases the overall creep
Section 5 then provides some brief summary comments
conclusions.

2 The General Formulation
The geometrical description distinguishes between location

a flat plate described with respect to the reference configura
~at t50) and with respect to the evolving current configurati
~for t.0). For the plate geometry under consideration here,
let X give the through thickness coordinate, and (Y,Z) provide the
in-plane coordinates with respect to the reference configurat
Symmetry is assumed with respect to the midplaneX50 and we
consider locations 0<X<H. This region is partitioned betwee
base metal 0<X<Doxy(t), intact oxide Doxy(t)<X<Dpest(t),
and corrosion debrisDpest(t)<X<H. Corrosion debris is oxide
that has been degraded due to stress and effectively shed from
system so thatX5Dpest(t) is regarded as a shedding front. Th
transition from intact oxide to corrosion debris is described b
failure condition in terms of stress. There is no oxide at the ini
time t50 when the system is all metal so thatDoxy(0)5H,
Dpest(0)5H. Oxidation begins immediately so thatDoxy(t) is de-
creasing with time. For some initial time period 0,t,t f f the
stress in the oxide is such that no failure occurs, so thatDpest(t)
5H for 0,t,t f f . First failure occurs atX5H, t5t f f whereupon
Dpest(t) is decreasing with time fort.t f f . Locations will be
described with respect to the current configuration us
a lower case letter convention for distance quantit
(x,y,z,doxy(t),dpest(t),h).

In order to separately denote field quantities in the oxide fr
those in the metal, a superposed ˆ is used to distinguish
quantities in the oxide. Letui , « i j , s i j , ûi , «̂ i j , ŝ i j denote
components of displacement, strain, and stress in the metal
oxide, respectively. The$X,Y,Z% system provides a principle
frame by geometrical symmetry and uniformity inY andZ of the
corrosion process. There is no inherent in-plane length scale,
sequently the strain and stress fields are independent ofY andZ.
The equivalence of theY andZ-directions allows us to eliminateZ
in terms ofY. Stress and strain are therefore described in term
«xx , «yy , sxx , syy , «̂xx , «̂yy , ŝxx , ŝyy , where lower case indi-
ces are employed for notational ease. All strains are meas
with respect to the reference configuration. The metal underg
homogeneous deformation, so that«xx5«xx(t), «yy5«yy(t). Dis-
placement continuity across the interfaceX5Doxy(t) requires that
«̂yy5«yy(t). The remaining strain component«̂xx is dependent on
both X and t as explained in what follows, so that«̂xx
5 «̂xx(X,t). These conditions yield a single-valued displac
ment field upon integration. Taking the plate origin as fix
gives: uy5ûy5Y«yy(t), uz5ûz5Z«yy(t), ux5X«xx(t), ûx

5Doxy(t)«xx(t)1*Doxy(t)
X «̂xx(j,t)dj.

The strains in both the metal and the oxide are decomposed
the sum of an elastic strain~superscriptE! and an inelastic strain
~superscriptI! as follows:

«xx
E ~ t !1«xx

I ~ t !5«xx~ t !, «̂xx
E ~X,t !1 «̂xx

I ~X!5 «̂xx~X,t !,

«yy
E ~ t !1«yy

I ~ t !5«yy~ t !5 «̂yy~ t !5 «̂yy
E ~X,t !1 «̂yy

I ~X!. (1)

Observe that«̂xx
I and «̂yy

I do not depend ont. This is explained as
follows. The inelastic strain in the metal is due to creep. T
626 Õ Vol. 70, SEPTEMBER 2003
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oxide, however, is not able to creep. The inelastic strain in
oxide is instead due to the combination of two effects, both
which cease after oxidation occurs. The first effect is the cr
prior to oxidation during which time significant metal flow ca
take place. The second effect is the volumetric expansion from
metal-to-oxide transformation. Consequently, for the oxide,
inelastic strain is locked in by the oxidation process and so
pends on the time at which oxidation occurred. This time depe
on X and is independent oft, and so accounts for«̂xx

I 5 «̂xx
I (X) and

«̂yy
I 5 «̂yy

I (X). Also, since«̂yy
E 5 «̂yy2 «̂yy

I , with «̂yy5 «̂yy(t) and
«̂yy

I 5 «̂yy
I (X) it follows that «̂yy

E 5 «̂yy
E (X,t). Neither the oxide elas-

tic strains«̂E by themselves, nor the oxide inelastic strains«̂ I by
themselves, need satisfy the standard compatibility conditions
ensure an associated displacement field. Thus it is generally
possible to decompose the displacement in the oxide into an e
tic displacement and an inelastic displacement.

We now turn to consider the stresses. The traction-free bou
ary condition at the plate surface, the stress equations of equ
rium and the continuity of traction across the metal/oxide int
face give ŝxx5sxx50. The remaining stressesŝyy , syy are
connected to the elastic strains by the standard relations of iso
pic linear elasticity, giving

«xx
E 52

2n

~12n!
«yy

E , syy5
E

~12n!
«yy

E ,

«̂xx
E 52

2n̂

~12 n̂ !
«̂yy

E , ŝyy5
Ê

~12 n̂ !
«̂yy

E .

HereE, n, Ê, n̂ denote the Young’s modulus and Poisson’s ratio
the metal and oxide, respectively. Thus equibiaxial stress prev
with ŝyy5ŝyy(X,t), syy5syy(t).

It is assumed that the edges of the plate are traction free. C
sequently, the tractions on any internal plane of constantY or
constantZ are self-equilibrated. In view of the system symmet
this gives

E
0

Doxy~ t !

syy~ t !~11«xx~ t !!dj1E
Doxy~ t !

Dpest~ t !

ŝyy~j,t !~11 «̂xx~j,t !!dj

50, (2)

where the factors (11«xx) and (11 «̂xx) account for plate thin-
ning prior to oxidation and volumetric expansion upon oxidatio
Notice also that only the intact portion of the oxideDoxy(t)<X
<Dpest(t) is regarded as capable of supporting load.

Returning to the inelastic strains, creep is assumed to be
ume preserving so that«xx

I (t)522«yy
I (t). Making appropriate

replacements in Eq.~2! now gives

E

12n
«yy

E ~ t !~122«yy
I ~ t !!Doxy~ t !1

Ê

12 n̂ EDoxy~ t !

Dpest~ t !

«̂yy
E ~j,t !

3S 11 «̂xx
I ~j!1S 22n̂

12 n̂ D «̂yy
E ~j,t ! Ddj50, (3)

where we have ignored the contribution of the elastic strain in
metal«xx

E as a negligible effect in comparison to the creep str
«xx

I .
Turning to consider the inelastic strains in the oxide, letax and

ay give the out-of-plane and in-plane stress-free strain associ
Transactions of the ASME
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with the transformation from metal to oxide. These transformat
strains are regarded as constants obeyingax12ay11
5DVoxide/DVmetal, which is known as the Pilling-Bedworth rati
~PBr! in the oxidation literature,@1#. The inelastic strains in the
oxide register the combined effect of creep prior to oxidation a
transformation strain upon oxidation. For the in-plane directionY
and Z, this inelastic strain results in an in-plane line segment
original lengthl o first creeping to the length (11«yy

I ) l o and sec-
ond transforming to the length (11ay)(11«yy

I ) l o at the time of
oxidation. The difficulty in describing this process stems from
fact that the creep strain value«yy

I that must be used in this de
scription is not the current value of creep strain, but rather is
creep strain in effect at the time that the location transformed fr
metal to oxide. Accordingly, define the functionTD(X) that, for
each location in the oxide, gives the prior time at which th
location had transformed from metal to oxide. Since oxide lo
tions are here described in terms of reference locationX, it follows
that the prior time functionTD(X) is the functional inverse to
Doxy(t). Thus TD(Doxy(t))5t and Doxy(TD(X))5X. Once the
location X has oxidized, the inelastic strain in the oxide rema
fixed giving «̂yy

I (X)5ay1(ay11)«yy
I (TD(X)). A similar expres-

sion holds for«̂xx
I , which, upon use of the volume preservatio

condition for creep strains, gives «̂xx
I (X)5ax22(ax

11)«yy
I (TD(X)). The terms involving«yy

I (TD(X)) are a new fea-
ture of the present treatment so as to validate the analysis to t
for which «yy

I (t) is no longer small compared toay andax .
In what follows, it is assumed thatay and ax are each small

compared with one, so that Eqs.~1! and ~3! give

«yy
E ~ t !1«yy

I ~ t !5 «̂yy
E ~X,t !1ay1«yy

I ~TD~X!!,

for Doxy~ t !,X,Dpest~ t !, (4)

bDoxy~ t !«yy
E ~ t !~122«yy

I ~ t !!1E
Doxy~ t !

Dpest~ t !

«̂yy
E ~j,t !~122«yy

I ~TD~j!!

2x«̂yy
E ~j,t !!dj50, (5)
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where we have introduced the nondimensional parameters

~12 n̂ !E

~12n!Ê
[b,

2n̂

~12 n̂ !
[x.

Eliminating «̂yy
E (X,t) between Eqs.~4! and ~5! gives

bDoxy~ t !«yy
E ~ t !~122«yy

I ~ t !!

1~«yy
E ~ t !1«yy

I ~ t !2ay!~Dpest~ t !2Doxy~ t !22f~ t !!

2~f~ t !22c~ t !!2x~«yy
E ~ t !1«yy

I ~ t !2ay!2~Dpest~ t !

2Doxy~ t !!22x~«yy
E ~ t !1«yy

I ~ t !2ay!f~ t !1xc~ t !50 (6)

where the following auxiliary functions

f~ t !5E
Doxy~ t !

Dpest~ t !

«yy
I ~TD~j!!dj, c~ t !5E

Doxy~ t !

Dpest~ t !

~«yy
I ~TD~j!!2dj,

register the integrated effect of the different prior creep cut
times. Note thatḟ(t)5«yy

I (TD(Dpest(t)))Ḋpest(t)2«yy
I (t)Ḋoxy(t)

where the superposed dot denotes time differentiation. A co
sponding expression holds forċ(t). It is convenient to express
these rate forms as

ḟ5~«yy
I +TD+Dpest!Ḋpest2«yy

I Ḋoxy , (7)

ċ~ t !5~«yy
I +TD+Dpest!

2Ḋpest2~«yy
I !2Ḋoxy . (8)

Here + denotes functional composition. The argume
TD(Dpest(t)) is a retarded time. Namely,Dpest(t).Doxy(t) implies
TD(Dpest(t)),TD(Doxy(t))5t so that«yy

I +TD+Dpest is determined
from previously obtained past values of«yy

I .
The rate form for Eq.~6! is
~22bDoxy«yy
E 1Dpest2Doxy22f22x~~«yy

E 1«yy
I 2ay!~Dpest2Doxy!2f!!«̇yy

I

1~bDoxy~122«yy
I !1Dpest2Doxy22f22x~~«yy

E 1«yy
I 2ay!~Dpest2Doxy!2f!!«̇yy

E

1~22«yy
E 22«yy

I 2112x~«yy
E 1«yy

I 2ay!!ḟ1~22x!ċ

5~2«yy
E 2«yy

I 1ay1x~«yy
E 1«yy

I 2ay!2!Ḋpest1~2b«yy
E 12b«yy

E «yy
I 1«yy

E 1«yy
I 2ay2x~«yy

E 1«yy
I 2ay!2!Ḋoxy . (9)
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If Dpest, Doxy , andTD are prescribed, then the set~7!–~9! com-
prises three quasi-linear ordinary differential equations rela
the four functions of time«yy

E , «yy
I , f, andc. A fourth equation to

complete the formulation is now obtained from the creep con
tutive law.

A standard model for isochoric creep at high homologous te
perature involves a creep strain rated« i j

I /dt that is related to stres
s i j via d« i j

I /dt53C/2(seff)
n21sij where C and n are material

creep parameters,@11#. Here s is the stress deviatorsi j 5s i j
2(skk/3)d i j , andseff is the effective stress

seff5~~sxx2syy!
21~syy2szz!

21~szz2sxx!
2

16~sxy
2 1syz

2 1szx
2 !!1/2/A2.

For uniaxial load this reduces tod« I /dt5Csn, enabling the de-
termination ofC andn via standard experimental procedures. F
the states of equibiaxial stress encountered in the present p
ing

sti-

m-

or
anar

setting, the effective stress isseff5syy5E/(12n)«yy
E , and the

stress deviator components aresxx522/3syy , syy51/3syy . This
then gives

«̇yy
I 5

C

2 S E

~12n!
«yy

E D n

, (10)

as an additional differential equation to complement the previ
set of Eqs.~7!–~9! relating«yy

E , «yy
I , f, andc.

It remains to specify rules for the determination ofDoxy(t) and
Dpest(t). Recall thatDpest(t)5H prior to shedding. Shedding be
gins once a failure criterion is met and the subsequent determ
tion of the now free boundaryDpest(t) involves reference to this
failure criterion. Section 3 gives the treatment prior to shedd
and Section 4 gives the treatment during shedding.

The specification ofDoxy(t) is most naturally accomplished
with respect to the current configuration locationdoxy(t)
5(122«yy

I (t))Doxy(t). We shall eventually consider an examp
SEPTEMBER 2003, Vol. 70 Õ 627
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Fig. 1 Overall in-plane strain «yyÄ«̂yy „Ã100… is the same in the metal and the oxide due to displacement
continuity „Eq. „1……. After the first few days, accounting for the additional oxide strain due to prior creep „III… gives
rise to significantly larger total strain than either an elastic analysis „I… or the primitive analysis that neglects
prior creep „II…. In particular, the total strain under „III… is not bounded by the value ayÄ0.003, the asymptote for
„I… and „II….
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where the corrosion front advance with respect to the metal in
current configuration is described by a rate parameterm so that
ḋoxy(t)52m.

In general, descriptions of oxidation front movement in ter
of chemical species diffusion can lead to mathematical issues
require detailed treatment even in the absence of the creep me
nisms under study here,@12#. Rate factors such asm are dependen
on the local electrochemical environment~voltage, temperature
etc.! and the influence of the oxide as a corrosion shield. If shie
ing is significant, then the corrosion rate depends on the ox
layer thickness. If, for example, the corrosion rate involves a c
tribution that is proportional to the concentration of the diffusi
oxygen species at the oxidation front, and a linear concentra
gradient is in place with respect to distance from the shedd
front, then the rate factor involves a contribution that is invers
proportional to the oxide thicknessdpest(t)2doxy(t). Prior to
shedding, any such contribution provides a continual slowdow
the corrosion rate~which essentially goes like 1/At with some
possible departure due to oxidation expansion!. Once shedding
begins, this slowdown is abated, and the determination of
corrosion rate would then become coupled to the shedding an
sis. Evans@1# can be consulted for additional insight into th
associated metallurgical issues. For the purposes of the exam
presented in what follows, these effects will not be consider
and the rate factorm will be regarded as constant. This is
keeping with the previously mentioned numerical studies of o
dation induced creep,@9,10#.

3 Creep Prior to Oxide Shedding
Initially, the oxide expansion gives rise to a tensile stress in

metal and a compressive stress in the oxide. The stress in
oxide is dependent onX. For any locationX this stress remains
compressive until the in-plane expansion matches the na
~stress-free! length of the oxide at the location under conside
ation. Since the oxide at the surfaceX5H was the first to trans-
form ~it experiences no prior creep! it has the smallest natura
length. Consequently, the oxide at the surface is the first to be
tensile load. The brittle nature of many oxides often renders th
incapable of sustaining a significant tensile load and we reg
this as leading to shedding. In this section we analyze
creep process prior to any such tensile failure induc
shedding. Accordingly,Dpest(t)5H, TD(Dpest(t))5TD(H)50,
«yy

I (TD(Dpest(t)))50, so that the integral definition off(t) and
c(t) prior to shedding involves the full range of prior times@0,t#.
Namely, Eqs.~7! and ~8! give
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ḟ~ t !52«yy
I ~ t !Ḋoxy~ t !, f~ t !52E

0

t

«yy
I ~ t !Ḋoxy~ t !dt,

ċ~ t !52~«yy
I ~ t !!2Ḋoxy~ t !, c~ t !52E

0

t

~«yy
I ~ t !!2Ḋoxy~ t !dt.

In particular, initial conditions on«yy
E , «yy

I , f, c are given by

«yy
E ~0!50, «yy

I ~0!50, f~0!50, c~0!50.

We have numerically solved the set of four differential Eqs.~7!–
~10! subject to these specializations and initial conditions for
case in which ḋoxy(t)52m so that Doxy(t)5(H2mt)/
(122«yy

I (t)). Parameter values employed in this example are r
resentative of a high-temperature metal/oxide system using u
of time in days, length in mm, force in Newtons:H50.0635,m
59.2631024, E51.673104, n50.434,Ê52.453105, n̂50.25,
ay50.003, C53.9331026, n53.78. The transformation strain
valueay50.003 gives results that calibrate well with creep ra
in proprietary studies. It is conjectured,@9,13#, that only a small
fraction of the transformation strain is expressed in the in-pla
directions, i.e.,ay!ax .

The curve labeled~III ! in Fig. 1 gives the in-plane strain«yy(t)
for the numerical solution to Eqs.~7!–~10!. It can be read from
this figure that«yy(t),0.0035ay for t,1.35 and«yy(t).0.003
5ay for t.1.35. It is the effect of creep prior to oxidation tha
permits«yy to exceeday . For comparison sake, two additiona
curves are shown. Curve~I! is the result of a pure elastic analys
in which «xx

I 5«yy
I 50. This analysis gives closed-form algebra

expressions. Curve~II ! is for an analysis that incorporates creep
the metal, but which does not include the effect of prior creep
computing the inelastic strain in the oxide, i.e.,«̂yy

I 5ay , «̂xx
I

5ax . Thus the analysis giving~II ! involves no explicit prior time
reference and is similar in spirit to that of@9,10#. Such a ‘‘primi-
tive creep analysis’’ is reasonable for some short period of ti
during which the creep strain is small compared to the co
sponding transformation strain.

In both ~I! and~II ! the strain«yy(t) does not exceeday , which
provides the large time asymptote for the corresponding«yy
curves. Figure 2 shows the stress in the metal for all three tr
ments. A pure elastic treatment involves a continually increas
biaxial tensile stresssyy . This stress is relieved by creep rela
ation in both creep treatments with treatment~II ! providing the
quickest relief. This is because the inelastic strain in the ox
which is driving the creep, is artificially low in the treatment~II !
Transactions of the ASME
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Fig. 2 Creep allows the stress in the metal syy to relax from that predicted by a pure elastic analysis „I…. Account-
ing for oxide strain magnification due to prior creep „III… gives higher stress than an analysis that ignores this
effect „II….
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due to the neglect of prior creep. The treatment of interest h
~III ! provides a biaxial tensile stresssyy that is intermediate
between the simplified treatments~I! and ~II !.

The variation of the stressŝyy with position in the oxide is an
essential feature of the present treatment~III !. All of the stresses
ŝyy for these different treatments~I,II,III ! match the pure elastic
value 2Ê/(12 n̂)ay at t50. The stressŝyy in the simpler treat-
ments~I! and ~II ! is uniform and tends to zero as the metal
consumed. However, for the treatment~III ! of interest here, the
stress ŝyy is nonuniform with maximum compression atX
5Dmet(t). At the outer surface, the stressŝyy transitions from
compressive to tensile att51.35 corresponding to the time a
which «yy5ay . Figure 3 shows theŝyy stress variation withX for
increasing five-day intervals. After oxidation, the stressŝyy at
each material locationX is increasing with time because the tot
strain «yy is approaching the locked-in portion«̂yy

I (X)5ay

1«yy
I (TD(X)). Accordingly, each such material location trans

tions from compressiveŝyy to tensileŝyy at the timet that solves
ay1«yy

I (TD(X))5«yy(t).

4 Oxide Shedding
The numerical example of the previous section~e.g., Fig. 3!

shows thatŝyy(Doxy(t),t),0 with ]ŝyy /]t.0 and ]ŝyy /]X
.0 on Doxy(t),X,H. In particular, each locationX eventually
obeysŝyy.0. If the oxide is unable to sustain such tensile loa
ing, then the analysis must be modified as described next.

Since the stress in the oxide is completely determined by
equibiaxial stressŝyy(X), such failure can be characterized by
l of Applied Mechanics
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critical equibiaxial stressŝshed>0 that is regarded here as a m
terial property. This section presents the analytical developm
for describing this shedding process and gauging its effect
system growth. Analytically, the reference configuration locat
of the shedding frontDpest(t) becomes an unknown that must b
determined from the condition

«̂yy
E ~Dpest~ t !,t !5

~12 n̂ !

Ê
ŝshed. (11)

Shedding begins at the time of first failuret5t f f as determined on
the basis of the pre-shedding analysis via (12 n̂)/Êŝshed

5 «̂yy
E (H,t f f)5«yy

E (t f f)1«yy
I (t f f)2ay . The initial values of

«yy
E (t f f), «yy

I (t f f), f(t f f), c(t f f) for the shedding analysis ar
then determined from the pre-shedding analysis via continuity
t5t f f .

The locationDpest(t) can be tracked in terms of an additiona
and as yet undetermined, auxiliary functiont(t) defined via

t~ t ![TD~Dpest~ t !!, ⇒Dpest~ t !5Doxy~t~ t !!.

Note thatt(t),t and thatt(t) is the time at which the oxide
location shed att had previously oxidized from the original meta
In particular,t(t f f)50. Evaluating~4! at X5Dpest(t) and elimi-
nating «̂yy

E (Dpest(t),t) with the aid of Eq.~11! now gives
Fig. 3 Variation of the oxide stress ŝyy through the oxide thickness as the oxide layer progresses into the base
metal. Different curves represent different five day intervals, ranging from tÄ5 to tÄ60. Graph on right provides
magnification near the external surface, xÄ0.0635.
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Fig. 4 Once shedding begins at t ff the strain increases dramatically „IV… compared to a situation in which oxide
under tension does not fail „III…. This strain increase for „IV… is due to the loss of tensile load carrying capacity in the
oxide, which increases the tensile stress in the metal as shown in Fig. 5.
y

~12 n̂ !

Ê
ŝshed5«yy

E ~ t !1«yy
I ~ t !2ay2«yy

I ~t~ t !!.

The rate form of this equation, in conjunction with the four pr
vious rate Eqs.~7!, ~8!, ~9!, and ~10! under the replacemen
Dpest(t)5Doxy(t(t)), now provides five quasi-linear ordinar
o

t

r

Õ Vol. 70, SEPTEMBER 2003
e-
t

differential equations relating the five functions of time«yy
E , «yy

I ,
f, c, andt:

«̇yy
I 5

C

2 S E

~12n!
«yy

E D n

,

~22bDoxy«yy
E 1~Doxy+t!2Doxy22f22x~~«yy

E 1«yy
I 2ay!~~Doxy+t!2Doxy!2f!!«̇yy

I

1~bDoxy~122«yy
I !1~Doxy+t!2Doxy22f22x~~«yy

E 1«yy
I 2ay!~~Doxy+t!2Doxy!2f!!«̇yy

E

1~22«yy
E 22«yy

I 2112x~«yy
E 1«yy

I 2ay!!ḟ1~22x!ċ1~«yy
E 1«yy

I 2ay2x~«yy
E 1«yy

I 2ay!2!~Ḋoxy+t!ṫ

5~2b«yy
E 12b«yy

E «yy
I 1«yy

E 1«yy
I 2ay2x~«yy

E 1«yy
I 2ay!2!Ḋoxy ,

ḟ2~ «̇yy
I +t!~Ḋoxy+t!ṫ52«yy

I Ḋoxy ,

ċ2~ «̇yy
I +t!2~Ḋoxy+t!ṫ52~ «̇yy

I !2Ḋoxy ,

«̇yy
I 1 «̇yy

E 2~ «̇yy
I +t!ṫ50.
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These five equations are to be solved fort.t f f subject tot(t f f)
50 and«yy

E , «yy
I , f, c continuity att5t f f , where the prescrip-

tion for Doxy(t) continues from the pre-shedding analysis. No
also that

f~ t !52E
t~ t !

t

«yy
I ~ t !Ḋoxy~ t !dt,

c~ t !52E
t~ t !

t

~«yy
I ~ t !!2Ḋoxy~ t !dt.

We have extended the numerical solution presented in Secti
into the shedding regime for the particular caseŝshed50, i.e., an
oxide that is not capable of supporting any tensile load wha
ever. From the analysis of the previous section it follows thatt f f
51.35. Figure 4 provides a comparison between«yy for the
present shedding analysis~IV ! with «yy for the analysis in which
shedding is ignored~III !. Shedding increases both the strain«yy
and the stresssyy ~Fig. 5!. This is because the tensile stress th
would have been carried by the shed oxide must be carried ins
by the metallic core, increasingsyy and hence«̇yy

I . In the numeri-
cal example, stress relaxation had already ensued prior to s
ding. The onset of shedding arrests this stress decline, after w
the stresssyy is found to increase at a mild rate. Figure 6 cha
the change in oxide thickness with time. Prior to shedding,
te

n 3

so-

at
tead

hed-
hich
ts

the

oxide thickness increases monotonically. Immediately after sh
ding initiates, this thickness exhibits a rapid drop, followed by
brief transient prior to a period of relatively slow decline in thic
ness. The rate of the oxide thickness decline after this transie
found to be more than an order of magnitude lower than the
of corrosion advance.

5 Concluding Remarks
A treatment has been presented for creep that is driven so

by oxidation. The main physical assumptions of the treatm
concern the mechanical behavior of the base metal, the oxida
process that transforms metal to oxide, and the mechanical p
erties of the resulting oxide. The base metal is ductile and
scribed by a conventional viscoplastic model. It does not fail
the sense that it is always able to support load. Oxidation co
sion proceeds via the movement of an interface into the b
metal. Here this rate of advance is specified a priori. Oxidation
localized at this front and the material experiences volume
expansion upon conversion from metal to oxide. Oxide is
garded as brittle elastic, failing in tension but not in compressi
Failed oxide ceases to support any mechanical load and ca
regarded as physically scaling off.

Analyzing this process via an associated boundary value p
lem requires a description for inelastic strain in the oxide t
Transactions of the ASME



Journal
Fig. 5 In this example, oxide shedding begins after stress relaxation has already begun in the metal. Shedding
leads to additional loading of the metal, and the post-shedding stress experiences a mild increase with time.
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captures both creep prior to oxidation and volumetric strain of
metal-to-oxide transformation. This gives rise to the first new f
ture of the present treatment: tensile stress at the outer surfa
the oxide layer. This tensile stress first appears at a finite time a
the beginning of oxidation and leads to the second new featur
the present treatment: a shedding front that is not specifie
priori.

The boundary value problem for the case of a flat-plate ge
etry has a different formulation before and after the initiation
the shedding front. Prior to the development of the shedding fr
the associated boundary value problem can be reduced to a sy
of four ordinary differential equations for four dependent va
ables with time as the independent variable. The four depen
variables are: an elastic strain in the metal, a creep strain in
metal, and two auxiliary functions that describe the integra
effect of creep prior to oxidation. Numerical solution determin
the time at which the oxide on the external surface first beco
tensile, which in turn initiates the shedding front.

After the development of the shedding front, the associa
boundary value problem can be reduced to a system of five o
nary differential equations for five dependent variables. Four
these five dependent variables are the four that describe the
cess prior to failure. The new dependent variable is a retar
time argument that describes the time interval between oxide
mation and oxide shedding. Four of the five differential equatio
are continuations of the previous set and include new terms
volving the four original dependent variables evaluated at the
tarded time. The fifth differential equation is a rate form of t
oxide failure condition. The system can be solved numerically.
find that the main features of the numerical solution to this bou
ary value problem are as follows.

Fig. 6 The oxide thickness increases at the corrosion rate
prior to shedding. Once shedding begins, the oxide thickness
experiences an abrupt transient prior to a period of only mild
thickness decrease.
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1 The volumetric expansion gives rise to stress. Initially th
stress is tensile in the metal and compressive in the oxide. Th
well known.

2 As the oxidation front proceeds into the base metal,
volumetric expansion strain is leveraged against the strain du
prior creep. For the simple flat-plate geometry, the resulting
elastic strain in the oxide is position dependent and time indep
dent. Higher inelastic strains correlate with later locations of o
dation. The stress at a fixed location in the oxide is m
compressive upon first formation.

3 The compressive stress at each location in the oxide dim
ishes with time due to creep elongation of the metal. When
creep elongation matches the inelastic strain for a particular o
location, then this oxide location is fully stress relieved. Add
tional creep elongation would put such an oxide site into tens
The external surface of the oxide is the first to become tensile

4 If the oxide is unable to support tensile load then a failu
front forms in the oxide. This front proceeds into the interior
the oxide beginning from the external surface and can be rega
as a location for the shedding of oxide pest. This shedding fr
lags the oxidation front, but could eventually advance at appro
mately the same rate as the oxidation front, leading to an es
tially constant thickness oxide layer. This shedding increases
tensile stress in the metal and so increases the creep rate.

While the first of these four features is widely appreciated,
remaining three features have received much less attention e
cially with regard to their interaction. In particular, the formatio
and advance of a shedding front in the oxide, while creep is
going in the metal, gives rise to interactions that can treated
formulating and solving a boundary value problem of the ty
presented here. Presumably, similar treatments could appl
geometries other than the flat plate presented here.
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Solidification of a Finite Medium
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of Boundary Temperature
The motion of a solid-liquid interface in a finite one-dimensional medium, subject
fluctuating boundary temperature, is analyzed. The fluctuations are assumed to be
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gated. The results showed a retrograde motion of the solidification front for large liq
Stefan numbers.@DOI: 10.1115/1.1604836#
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Introduction
A phase change in an initially single-phase medium can

started by changing the temperature at the boundaries to a v
which is higher or lower than the melting temperature depend
on the state of the initial phase. The newly created phase adva
into the original phase forming an interface between the two
gions. The interface remains at the melting temperature bu
location and velocity of propagation are not known a priori, a
are a part of the solution of the problem. The transient interf
location is a function of the physical properties of the two phas
as well as the temperature gradients at the interface and the l
heat of fusion. The diffusion equations in the two domains
coupled through the interface temperature, interface location,
the interface heat fluxes. The moving nature of the interface
the coupling of the energy equations through the interface r
tions render the mathematical formulation of the problem co
plex. The location of the interface forms a part of the soluti
to the problem, and the interface energy balance in turn i
differential equation for the interface location. Therefore, t
formulation is comprised of two second-order partial diffe
ential equations for the energy equations, and a first-order di
ential equation for the interface equation, for constant phys
properties.

The complex nature of the governing equations restricts
general analytical solution of the problem to a limited number
specific cases. Neumann’s solution~Carslaw and Jaeger@1#! to the
melting-freezing problem in a semi-infinite medium is the old
solution to a phase-change moving boundary problem. This p
lem considers the diffusion into a medium, which is initially at
constant temperature, different than the melting temperature,
the boundary temperature is suddenly altered by a cons
amount, which is higher or lower than the melting temperatu
Neumann’s solution has been extended to problems with cons
temperature boundary condition in cylindrical and spherical co
dinate systems. In these solutions the initial phase is at a unif
temperature at the time the boundary condition is changed. O
analytical solutions of moving boundary problems in semi-infin
domains with arbitrary initial and boundary conditions have be
found by Tao@2,3#. So far general analytical solutions of the pro
lem for finite geometries have not been published in the literat

Various approximate analytical and numerical techniques h
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been used in the solution of moving boundary problems. Althou
most of the conventional methods can be applied to these p
lems, the presence of the moving boundary results in comp
formulations, whose solutions are difficult to obtain. Metho
used for solving moving boundary problems include the appro
mate integral method, enthalpy formulation, variational formu
tion, formulation with moving heat sources, and the discretizat
methods, such as finite difference and finite element methods
addition, perturbation techniques have also been used. Surve
these methods have been published in a number of books~Crank
@4#, Rubinstein @5#, Ockendon and Hogkins@6#, and Wilson,
Solomon, and Boggs@7#! and survey articles~Fukusako
and Seki@8#!.

Weinbaum and Jiji@9# applied the singular perturbation theor
for the problem in a finite slab, where the medium initially is n
at the melting temperature. The location of the interface w
found and the results, however, are valid for small Stefan nu
bers. Charach and Zoglin@10# used the heat balance integr
method and time-dependent perturbation theory to solve the s
problem. They found the interface location and temperature
tributions for small liquid and solid Stefan numbers. Small Ste
numbers correspond to small temperature differences, and l
temperature differences require higher-order perturbation exp
sions, which are complicated. This limits the utilization of pertu
bation techniques to small temperature differences. Nair@11# at-
tempted an integral equation formulation of the problem with
limited set of boundary conditions. Rizwan-uddin@12# solved a
one-dimensional phase-change problem subject to periodic bo
ary conditions. A semi-analytical numerical scheme was used
one-domain problem. Results were reported for a number of
ferent frequencies of boundary temperatures and Stefan num
Dursunkaya and Nair@13# solved the solidification of a two-phas
problem, where a Fourier series expansion was used to repre
the spatial temperature distribution. The resulting infinite syst
of ordinary differential equations is solved iteratively for the i
terface location and the temperature distributions. One advan
of this method is that the interface location can be computed w
out the detailed information about the temperature distributi
This approach will be used in the current study.

Formulation
The problem involves the formulation and solution of on

dimensional solidification in a finite slab as shown in Fig. 1. T
medium is initially a liquid~at a temperature above freezing!, and
is suddenly exposed to a temperature below freezing on one
face, which also varies in time. The energy equations in the ne
formed solid and the originally existing liquid phases are given
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]2T1

]x2
5

]T1

]t
, 0,x,s~ t !, (1a)

a2

]2T2

]x2
5

]T2

]t
, s~ t !,x, l , (1b)

whereT is the temperature,a is the thermal diffusivity,s is the
interface location, andl is the length of the slab. The subscripts
and 2 denote the newly formed solid, and the original liqu
phases, respectively. The boundaries of the medium are subje
the following initial and boundary conditions.

t50: s~0!50, T2~x,0!5V
(2)

x50: T~0,t !5U~ t !>U0 ; x5 l :
]T

]x
~ l ,t !50,

whereU0 is the minimum temperature encountered at the bou
ary. At the phase-change interface the temperature is equal t
fusion temperature,Tm ,

T1~s,t !5T2~s,t !5Tm , (3)

and a heat balance at the interface between the conduction i
two phases and the liberation of heat due to phase change g

k1

]T1

]x
2k2

]T2

]x
5rL

ds

dt
, (4)

wherek is the thermal conductivity,r is the density, andL is the
latent heat of fusion. The following dimensionless quantities
introduced:

j5x/ l , s5s/ l , t5a1t/ l 2, V05~V2Tm!/~Tm2U0!

u1~x,t !5
T12U~ t !

Tm2U0
2

Tm2U~ t !

Tm2U0

x

s
, (5)

u2~x,t !5
T22Tm

V2Tm
, c~ t !5

Tm2U~ t !

Tm2U0
.

V0 andc(t) are the dimensionless initial and boundary tempe
tures, respectively. Substitution in the energy equations gives

]2u1

]j2
5

]u1

]t
2

j

s2

ds

dt
c2S 12

j

s D dc

dt
, (6a)

Fig. 1 Solidification domain and temperatures
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A
]2u2

]j2
5

]u2

]t
, (6b)

where A5a2 /a1 , is the ratio of the thermal diffusivities. The
energy Eqs.~6a! and ~6b! are subject to the following boundar
and interface conditions:

t50: s~0!50, u2~j,0!5V0

j50: u1~0,t!50; j51:
]u2

]j
~1,t!50 (7)

j5s: u1~s,t !5u2~s,t!50.

The heat balance at the interface, using dimensionless quant
becomes

ds

dt
5St1S c1

]u1

]j D2ASt2
]u2

]j
, (8)

where, St15C1(Tm2U0)/L is the solid and St25C2(V2Tm)/L
is the liquid Stefan number, withC representing the heat capacit
The solution methodology is based on fitting an infinite series
functions for the temperature distributions. Specifically,

u1~j,t!5 (
m51

`

b1m~t!f1m~j,s~t!!,

(9)

u2~j,t!5 (
m51

`

b2m~t!f2m~j,s~t!!.

Here theb-functions reflect the temporal variation, whereas t
f-functions are related to the spatial variation of the temperatu
Note that thef’s also account for a temporal effect due to the fa
that they are functions of the interface location. In this study
b’s are unknown functions andf’s are harmonic functions tha
satisfy the boundary and interface conditions, specifically,

f1m5sinS mp
j

s D , f2m5sinS m̄p
j2s

12s D , m̄5m21/2.

(10)

This choice of functions form orthogonal sequences in 0<j<s,
and ins<j<1, respectively, that satisfy the boundary condition
For different type of boundary conditions, orthogonal functio
that satisfy the boundary conditions must be used. Although
orthogonal series could be used in the analysis, using harm
functions in the Cartesian geometry has the advantage of b
easier to manipulate. With the above choice of the functions
the temperature variation, the substitution of Eqs.~9! and ~10! in
energy Eqs.~6a! and ~6b! gives two first-order ordinary differen
tial equations for the unknown functionsb’s. Because of the fact
that the differential equation is first order, the nature of the so
tion for the b functions is exponential. Specifically for the firs
iteration

b1m
~1!52

2~21!m

mpAs
E

0

tS c
ṡ

s
2~21!m

dc

dt DAs

3expF2E
t8

t m2p2

s2
dt9Gdt8, (11a)

b2m
~1!52

2

m̄p
A 1

12s
expF2E

0

t Am̄2p2

~12s!2
dt8G3Dm ,

(11b)

where the constantsDm are such that the initial temperature di
tribution in the liquid phase is satisfied, and the superscript
notes iteration. After the second iteration forb’s,
Transactions of the ASME
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b1m
~2!52

2~21!m

mpAs
E

0

tS S c1m2p (
n51
nÞm

`
n~21!n

m22n2
b1n

~1!D ṡ

s

2~21!m
dc

dt D As expF2E
t8

t m2p2

s2
dt9Gdt8, (12a)

b2m
~2!52

2

m̄p
A 1

12s
expF2E

0

t A2m̄2p2

~12s!2
dt8G

3H Dm12m̄2E
0

t ṡ

12s
3 (

n51
nÞm

` S Dn

m̄22n̄2

3expF2E
0

t8 A~m̄22n̄2!p2

~12s!2
dt9Gdt8D J . (12b)

The disadvantage lies in the fact that the convergence of
series is slow. Nevertheless, it was observed that the slow con
gence of the harmonic functions does not create a problem in
case. The interface energy balance given in Eq.~8! written in
terms off’s andb’s becomes

ds

dt
5St1S c~t!

s
1

p

s (
m51

`

m~21!mb1m
~2!D 2ASt2

p

12s (
m51

`

m̄b2m
~2! .

(13)

Having computed theb functions, this equation can be integrate
to find the new interface locations~t!. Further details of the ana
lytical and numerical approach are similar to Dursunkaya a
Nair @13#.

In the current problem the boundary is subjected to a sinuso
variation of temperature in the form,

U~ t !5T01E sin~vt !5U01E~11sin~vt !!, (14)

wherev denotes the frequency. When nondimensionalized us
v̄5v l 2/a1 , Eq. ~14! gives

c~t!512g~11sin~v̄t!!, g5E/~Tm2U0!, (15)

whereg is the amplitude of boundary temperature variation.
Although the dimensionless temperatures defined in Eq.~9! are

better suited for formulation and the solution of the govern
differential equations, they are not convenient for plotting. F
this purpose the dimensionless temperaturew(j,t)5(Ti
2U0)/(Tm2U0) is introduced, which, when used in the tw
phases renders the dimensionless interface temperature uni
terms of the dimensionless quantities used in the formulation

w~j,t!5u1~j,t!1c~t!S j

s
21D11, 0<j<s, (16a)

w~j,t!5V0u2~j,t!11, s<j<1. (16b)

Results
The sensitivity of the numerical results to the number of ter

used in the summation of the harmonic series was tested.
small time, the interface heat balance is dominated by the
term on the right-hand side of Eq.~13! that reflects the effect o
the boundary temperature. Therefore, for small time using a s
number of terms for the summation of theb functions~Eqs.~12a!
and ~12b!! does not adversely affect the computations for the
terface location. For large time, due to the exponentially decay
temporal nature of theb functions, only the first few terms of the
series for the temperatures~Eqs. ~9! and ~12!! contribute to the
interface equation, hence the interface location. On the other h
the effect of the number of terms used in the summation ha
pronounced effect on the temperatures~Eq. ~9!!, especially for
small time. In a typical run, approximately 10,000 terms a
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needed to obtain five-digit accuracy in temperatures for sm
time. This, nevertheless, is only needed if temperature distribu
is to be plotted, since the interface location can be solved in
pendent of the actual computation of temperature profiles, as
plained above. In this study 250 terms were used in the sum
tions. The comparison of the predictions of the current appro
with the data available in the literature is given in@13# and the
agreement was found to be good.

The effect of the boundary temperature variation, solid, a
liquid Stefan numbers on solidification were investigated. In
first case to be reported the boundary temperature has a con
value. Figure 2 shows the solidification time for a range of so
Stefan numbers for this case. In this figureSr denotes the ratio of
Stefan numbers, St2 /St1 . Increasing the solid Stefan number r
sults in a fast movement of the interface and the solidificat
time decreases. The liquid Stefan number has an opposite e
and an increase in the liquid Stefan number increases the
time for solidification. The interface motion is only slightly a
fected by the liquid Stefan number, if the latter is small. In suc
case the temperature in the liquid phase drops to the cons
melting temperature, after which the advance of the solidificat
front is similar to a single-phase problem. For small solid Ste
numbers, a change in the Stefan number ratio does not ha
pronounced effect on time for complete solidification. For lar
solid Stefan numbers, however, the solidification time increa
many folds by increasing Stefan number ratio, i.e., for increas
liquid Stefan numbers.

The effect of a sinusoidally varying boundary temperature w
investigated for a fluctuation frequency,v̄520. Results for two
different fluctuating temperature amplitudes,g, are reported. In
one case the amplitude of temperature fluctuations,g50.25,
which results in a boundary temperature~c! variation between 0
and 0.5. The other case is for a boundary temperature varia
amplitude ofg50.499, and the resulting boundary temperatu
variation is between 0 and 0.998. Note that throughout the
this case will be referred to asg50.5 rather thang50.499.

The motion of the interface for a solid Stefan number, S1
50.1 and boundary temperature amplitude variationg50.25 is
given in Fig. 3. In order to avoid crowding in the figure, th
boundary temperature variation is plotted only for the first fe
cycles. The dimensionless interface location is plotted for t
different Stefan number ratios. It can be seen that in this case
liquid Stefan number has a small effect on the time for total
lidification. Due to fluctuating boundary temperature, the adva

Fig. 2 Time for complete solidification in a finite slab
SEPTEMBER 2003, Vol. 70 Õ 635
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of the solidification front accelerates and decelerates in time. T
effect is more pronounced during the initial phases of the prob
when the solid-liquid interface is closer to the boundary. As
solidification interface advances deeper into the liquid mediu
the oscillations of the interface advance are damped due to
increased delaying effect of a thicker solid layer. Figure 4 sho
the same phenomenon for a higher solid Stefan number, nam
St151. In this case, the interface advances faster and as the
of the Stefan numbers,Sr increases—i.e., for large liquid Stefa
numbers—the interface moves slower. When the case forSr54 is
analyzed, for small time there is little lag between the interfa
motion and the boundary temperature variation. As the bound
temperature increases, the speed of the interface advance
creases andvice versa. For large time, this effect is damped. I
addition, the acceleration and deceleration of the interface mo
is large, and for large liquid Stefan numbers the interface start
retreat towards the solid domain. It can be observed that fo
Stefan number ratioSr54 after a full cycle of boundary tempera
ture variation, the interface moves backwards towards the bou
ary. In this case the liquid Stefan number is high and the interf
heat balance is dominated by the large temperature gradient i

Fig. 3 Interface motion and boundary temperature variation
for St 1Ä0.1 and gÄ0.25

Fig. 4 Interface motion and boundary temperature variation
for St 1Ä1 and gÄ0.25
636 Õ Vol. 70, SEPTEMBER 2003
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liquid phase. This results in a retrograde motion of the interfa
When the liquid Stefan number is smaller~for exampleSr53) the
backward motion is less important, and for even smaller Ste
number ratios this phenomenon does not exist. The only effec
a slowing down of the forward advance of the interface. The r
rograde motion is observed only once, after which the effec
reduced to a slower advance of the solidification front. This eff
is even more prominent for larger values of the boundary temp
ture amplitude. The case wheng50.5 is given for a liquid Stefan
number, St150.1 in Fig. 5. The boundary temperature variation
again plotted only for small time to avoid crowding. When th
liquid Stefan number is large (Sr53), the retrograde motion per
sists for numerous cycles and it is observed even for smaller
uid Stefan numbers (Sr51 andSr50.5). An expanded view of
the same case for small time is given in Fig. 6. This figure sho
that in the case whenSr53 the interface motion slows down an
is arrested aroundt50.03, when the boundary temperature is s
substantially lower than the interface temperature. Due to the
solid layer, the temperature in the solid assumes a linear shap
the same time due to the large liquid Stefan number, heat capa
of the liquid phase is also large, and the interface heat balanc
dominated by the liquid phase, resulting in the backward mot

Fig. 5 Interface motion and boundary temperature variation
for St 1Ä0.1 and gÄ0.5

Fig. 6 Interface motion and boundary temperature variation
for St 1Ä0.1 and gÄ0.5 for small time
Transactions of the ASME
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of the solidification front, i.e., melting rather than solidificatio
The forward motion resumes after the boundary tempera
reaches its minimum value at the interface. After this point~t
'0.075! due to an increasing temperature difference between
boundary and the interface, and a thin solid layer, the tempera
gradient in the solid phase gets large, resulting in a faster adv
of the solidification front. It should be noted that even for the ca
when the liquid is initially at the melting temperature (Sr50) the
forward motion is almost halted.

In most practical applications solid and liquid Stefan numb
are small. It is, nevertheless, instructive to see the effect of la
Stefan numbers on solidification for the problem in question. F
ure 7 shows the interface motion for a solid Stefan number,1
50.5. The general features of the interface motion are simila
the previous case, the retrograde motion, however, even occur
smaller values of Stefan number ratios. The forward motion
arrested for a longer duration even when the liquid Stefan num
is zero.

Figure 8 shows the transient temperatures~Eq. ~16!! for the
case when St150.5, St250.5, andg50.5. Whent50.065, the
interface is in the first retrograde motion as given in Fig. 8. T
solid layer is thin; the temperature gradient in the liquid layer
small. On the other hand, although the effect of boundary te
perature has penetrated well into the liquid phase, there is a l
temperature gradient on the liquid side of the interface. As ti
advances, heat is removed from the liquid phase and whent50.5
the temperature difference between the insulated boundary an
interface drops to a fraction of its original value. This correspon
to the end of the second retrograde motion and the beginnin
the new advance of the interface as shown in Fig. 8. One can
that the magnitude of the backward motion is smaller and
duration is dispersed over longer time interval. For large ti
~t51.5! the temperature of liquid phase has already reached
interface value. At this point a retrograde motion is no more p
sible, since the heat flux term that results in a backward motio
the interface vanishes. Comparing this with the interface adva
of the same problem given in Fig. 8, it can be seen that the in
face motion, indeed, is not halted; only the speed of the adva
slows down. Whent52.278, prior to complete solidification, th
boundary temperature reaches the interface value, and the
perature in the solid phase has a local minimum in the middle
the domain. The temperature distribution given att52.5 is at the
instant of complete solidification.

Fig. 7 Interface motion and boundary temperature variation
for St 1Ä0.5 and gÄ0.5
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Conclusion
In this study the solidification of a finite medium was analyz

using a semi analytical approach. The results showed that if
initial temperature of the medium is different than melting, a po
sibility of a reversal of the interface motion exists. With increa
ingly large differences between the initial medium temperat
and the phase-change temperature, the retrograde motion is
prominent, with a longer duration and persists for more cycles
was also observed that with increasing solid Stefan numbers
interface advance is faster and with increasing liquid Stefan n
bers the interface advance is slower.
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The Influence of Initial Elastic
Surface Stresses on Instrumented
Sharp Indentation
The present work examines the influence of pre-existing, elastic surface stresses
strumented sharp indentation. The surface is modeled as a homogeneous and is
elastoplastic solid in the context of linear elasticity and Mises plasticity with isotro
strain hardening and associative flow rule. Prior to indentation, a homogeneous, bia
elastic stress state may exist in the substrate. The influence of the initial elastic su
stresses on the force-depth response of instrumented sharp indentation tests
as Vickers and Berkovich, was analyzed. The unique connection of the indentation
ing response and the average initial stress is based on a relation of the stre
right under the indenter, which holds universally for nearly incompressi
materials. @DOI: 10.1115/1.1485756#
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1 Introduction
The effect of surface residual stresses is important in m

applications of scientific and technological interest. Regarding
strumented indentation, surface residual stresses may affect
siderably the interpretation of indentation response with regar
inferring the material properties of the indented substrate. Of
ticular concern is the micro and nano-indentation analysis of fi
which have initial stresses due to thermal, mechanical, or o
processing treatment. Recently, Suresh and Giannakopoulo@1#
proposed a general methodology for the determination of eq
biaxial surface residual stresses using instrumented sharp ind
tion. However, surface initial stresses are not always eq
biaxial. Complex thermal and/or mechanical loading oft
produce residual stresses that are unequal. It is the purpose o
short paper to examine the general case of the influence of su
initial stresses on instrumented sharp indentation. In the follo
ing, the general analytic approach is presented first, followed
experimental validation from available experiments in the op
literature and from experiments conducted in this work. T
analysis is based on a fundamental relation of contact mecha
which relates the components of the stress tensor directly u
the contact area of an indentation by a sharp indenter. The
outcome of the analysis shows how the surface initial stres
influence the force-depth response of instrumented sharp inde
tion tests where load and penetration depth are recorded sim
neously.

2 Assumptions and Approach
Consider frictionless, quasi-static sharp indentation of an e

toplastic substrate by an elastic indenter which is much ha
than the substrate. The substrate is assumed homogeneou
isotropic.2 Around the contact area, the indented substrate pla
fies and undergoes isotropic strain hardening. The indentation

1Currently at the Department of Civil Engineering, University of Thessa
38336 Volos, Greece.

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Februa
26, 2001; final revision, February 19, 2002. Associate Editor: H. Gao. Discussio
the paper should be addressed to the Editor, Prof. Robert M. McMeeking, De
ment of Mechanical and Environmental Engineering University of California–Sa
Barbara, Santa Barbara, CA 93106-5070, and will be accepted until four months
final publication of the paper itself in the ASME JOURNAL OF APPLIED MECHAN-
ICS.

2Under certain symmetry conditions of the material and the contact area
isotropy assumption may be relaxed and the substrate may be considered
orthotropic.
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duced plastic deformation is assumed to be isochoric~incompress-
ible! and the plastic strains to be much higher than the ela
strains~this is usually the case for Vickers or Berkovich indent
tion of soft metals with moderate strain hardening!. A normal load
P produces an indent of areaA and penetration depthh.

The indented surface may have been subjected to prior
chanical and/or thermal loading. Such prior loading results i
biaxial state of residual stresses. Therefore, without loss of ge
ality, a Cartesian coordinate system~O, x, y, z! is chosen so that
the x andy-axes are the principal directions of the surface init
stresses, with the origin attached at the center of the contact
andz is the axis which is positive inside the substrate. The pr
cipal stresses at the surface aresx,0

R , sy,0
R along thex andy com-

ponents of coordinate system, respectively, as shown in Fig
The surface stresses (sx,0

R ,sy,0
R ) are assumed to be homogeneo

~independent of thex, y, z coordinates!, or approximately uniform
at a distance of 3ApA in all directions from the center of the
contact area. The biaxial elastic residual strains are derived fro
state of plane stress

ex,0
R 5~sx,0

R 2nsy,0
R !/E, ey,0

R 5~sy,0
R 2nsx,0

R !/E, (1)

whereE andn are, respectively, the Young’s modulus and Poiss
ratio of the substrate. Since the residual stress field is elastic
limits of sx,0

R andsy,0
R are determined by the critical Mises yiel

condition

sy
2,~sx,0

R !21~sy,0
R !22~sx,0

R !~sy,0
R !, (2)

wheresy is the yield strength of the substrate.
In the absence of initial stresses, contact mechanics analys

nearly incompressible linear elastic behavior~@2#! and axisymmet-
ric slip-line theory of rigid-perfectly plastic response~@3#! gives a
relation among the stresses just under the contact area (z50)

sxx1syy52szz. (3)

Note thatszz in Eq. ~3! is the normal contact stress distributio
The shear stresses at the surface are zero, due to the frictio
type of contact. Equation~3! is true for normal contact of any
punch shape with a nearly incompressible linear elastic mate
and is approximately true for Vickers, Berkovich, and cone ind
tation of elastoplastic substrates in the absence of surface in
stresses. Finite element analysis of axisymmetric cone indenta
of elastoplastic materials, performed by the present author, c
firm Eq. ~3! within 5% and the results deviate significantly for lo
Poisson ratio,n,0.33, high yield strength,sy /E.0.005, and
high strain hardening. Equation~3! is based on the nearly isoch
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oric deformation under the contact region and is important
solving the problem of the influence of initial stresses in the sh
indentation response~theP2h loading curve! of many metals and
metal alloys.

To continue the analysis, the surface initial stresses are dec
posed into an equal-biaxial part and a pure plane shear part,
2. The magnitude of the equal-biaxial component is

sR5~sx,0
R 1sy,0

R !/2 (4)

and the magnitude of the shear component is

tR5usx,0
R 2sy,0

R u/2. (5)

The shear component,tR, does not affect the macroscopic inde
tation response, because it does not affect the contact stress
tribution. This can be shown by recasting the shear initial str
into a biaxial initial stressing of equal but opposite in sign co
ponents. It can then be immediately seen that after superpos
of the initial stresses to the indentation induced stresses~e.g., in
the absence of residual stresses!, Eq. ~3! is preserved without
changing theszz stress component~the contact stress distribution!

@sxx1~sx,0
R 2sy,0

R !/2#1@syy1~sy,0
R 2sx,0

R !/2#52szz. (6)

Equation~6! proves that the plane shear initial stress leaves
contact stress distribution invariant. Therefore, the only influen

Fig. 1 Schematic of sharp indentation with the associated
nomenclature
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of the surface initial stresses to the force-depth indentation
sponse is due only to the equal-biaxial part of the initial stress
sR, given by Eq.~4!.

A key aspect in the present analysis is the invariance of
hardness when initial elastic stresses are present. This invari
can be proven in the context of linear elasticity since the resid
stresses do not contribute to the indentation deformation w
However, this is not the case for large deformation elasticity. D
liwal and Singh@4# obtained an analytic solution for the axisym
metric conical indentation of a prestressed neo-Hookean~incom-
pressible! half-space and their results indicate that the aver
contact pressure~hardness! is a function of the amount of pre
strain. Nevertheless, if the residual stress,sR, is sufficiently small
compared to the elastic modulus,E,

3sR/E!1, (7)

then the large deformation analysis also predicts invariant ave
contact pressure. Regarding elastic-plastic material beha
Bolshakov et al.@5# used finite elements to simulate cone inde
tation of an aluminum alloy and found that equal-biaxial initi
stress leaves the average contact pressure invariant. The negl
effect of pre-existing stress on hardness was shown numeric
by Mesarovic and Fleck@6# for spherical indentation of elastic
plastic solids, provided that the loading is high enough for plas
strains to dominate over the whole contact area. For the cone
pyramid indentation, a low bound condition for the elastic stra
to dominate over the plastic strains is

E/tana,2.31sy~12n2!/~122n!, (8)

wherea5p/22g, with 2g being the included angle of the in
denter tip ~a522 deg for Vickers tetragonal pyramid indente
24.7 deg for the Berkovich trigonal pyramid indenter, and 19
deg for the equivalent circular conical indenter!.3 Combination of
~7! and~8! gives an interesting constrain for the maximum initi
tension that preserves hardness

sR/sy,0.77 tana~12n2!/~122n!. (9)

For example, fora522 deg andn50.3,sR,0.64sy representing
a low bound limit for the magnitude of the residual stresses.

A general explanation of the hardness invariance can be der
by observing that in the principal stress space the origin for
stressing of each material point is shifted either to the posi
quarter or to the negative quarter depending to the sign ofsR and
that the stress increments due to the compressive nature of in

3Proof of Eq.~8! can be given using the stress state at the contact perimeter
cone indentation~@2#!, sxx52syy5(122n)E/@4(12n2)tana# and all other
stresses are zero. Therefore, the Mises stress at the contact perimeter issxx), so
elasticity prevails ifsxx),sy and therefore Eq.~8! holds true.
Fig. 2 Decomposition of the surface initial stresses to an equal-biaxial part of magnitude
sRÄ„sx ,0

R ¿sy ,0
R

…Õ2 and a shear part of magnitude tRÄzsx ,0
R Àsy ,0

R zÕ2
SEPTEMBER 2003, Vol. 70 Õ 639
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tation are always pointing to the negative direction. It is then cl
that the material points at the surface will yield and deform pl
tically much easier under initial compression, whereas the op
site is true under initial tension. This implies that the contact a
will tend to be larger under initial compression and smaller un
initial tension. For classic elastoplastic behavior, the yield surf
in the principal stress space is an inclined cylinder with the sy
metry line the line of equal principal stresses. Since the out
plane initial stress is zero and the contact stresses are neg
~compressive!, negative stress increments due to contact will p
duce higher contact stresses for compressive initial stresses
lower contact stresses for tensile initial stresses. Therefore, s
both load and contact area vary in the same way, similarity
quires that the hardness is invariant with respect to the in
stresses. This result will not be valid, if yielding is pressure s
sitive.

3 Effect on the Loading Part of the Force-Depth
Response

Denote byP0 and A0 the load and real~vertically projected!
contact area corresponding to the sharp indentation in the abs
of equal-biaxial component,sR50, and byP and A the corre-
sponding quantities whensRÞ0. From the invariance of the av
erage contact pressure~and, equivalently, the invariance of th
hardness!

pav5P/A5P0 /A0 . (10)

If the only length in the problem comes from the depth of pe
etration, Kick’s law holds regarding the load-depth relation

P5Ch2, P05C0h0
2. (11)

In Eq. ~11!, C signifies the indentation compliance and the su
script 0 refers to thesR50 case. Sinking-in and pile-up at th
indenter contact perimeter are included in the relations of the
jected contact areas

A5Dh2, A05D0h0
2, (12)

for sRÞ0 andsR50, respectively.
The influence of the initial stresses to the loading part of

load-depth response depends on the sign ofsR ~positive when
tensile and negative when compressive!, see Fig. 3. The compari
son of the load-depth response of indentation of a substrate
and without initial stresses can be made either at constant ap
load or at constant penetration depth~see@1# for details!. A ther-
modynamic explanation of Fig. 3 is given in the Appendix.

If the comparison between thesR50 andsRÞ0 cases is made
at constant penetration depth, then

Fig. 3 The change of the loading part of the indentation
PÀh curve due to the presence of surface initial stresses
640 Õ Vol. 70, SEPTEMBER 2003
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A

A0
5S 11

sR

pav
D 21

; sR.0, (13)

A

A0
'S 11

sR sina

pav
D 21

; sR,0. (14)

If the comparison between thesR50 and thesRÞ0 cases is
made at constant applied load, then

h2

h0
2 5S 12

sR

pav
D 21

; sR.0, (15)

h2

h0
2 'S 12

sR sina

pav
D 21

; sR,0. (16)

When comparing at constant indentation depth, Eqs.~13!, ~14! can
be recasted as relative change of the applied force,DP5P
2P0 ,

DP/P052sR/~pav1sR!; sR.0 (17)

DP/P0'2sR sina/~pav1sR sina!; sR,0. (18)

On the other hand, in case of comparison at constant load, E
~15!, ~16! can be recasted as a relative change of the penetra
depth of the indenter,Dh5h2h0 ,

Dh/h05S pav

pav2sRD 1/2

21; sR.0 (19)

Dh/h0'S pav

pav2sR sina D 1/2

21; sR,0. (20)

Equations~17! and~18! are plotted in Fig. 4 and Eqs.~19! and
~20! are plotted in Fig. 5. It can be seen that the highest chang
the load-depth response appears when the comparison is ma
constant indentation depth, Fig. 4. It is therefore recommen
that for experimental deduction of the initial stresses from theP
2h loading response, the constant depth comparison be used
Eqs.~17! and~18! and Fig. 4, because it maximizes resolution. A
obvious additional limit for the present analysis can be sho
from Eqs.~14! and ~15!

0,sR,pav , (21)

when comparison is made at constant applied load and

Fig. 4 The relative change of load, zDPzÕP0 , as a function of
the normalized initial stress, sRÕp av . Comparison at constant
indentation depth.
Transactions of the ASME
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when comparison is made at constant penetration depth.
Figures 4 and 5 can be used to assess the experimental er

the residual stresses provided that the accuracy of either the
or depth measurements is known.

4 Effect on the Unloading Part of the Force-Depth Re-
sponse

Denote byE* the indentation modulus which includes the ela
tic deformation of the indenter,

E* 5S 12n2

E
1

12n in
2

Ein
D 21

, (23)

whereEin , n in are the Young’s modulus and Poisson ratio of t
sharp indenter andE, n are the corresponding elastic constants
the substrate. The real contact areas at maximum load are re
to the initial unloading portion of theP2h curve

A5S dP

dh

1

CuE* D 2

, A05S dP0

dh0

1

CuE* D 2

, (24)

where Cu51.142 for the Vickers and 1.167 for the Berkovic
indenter@7,8#.

Comparing the cases ofsR50 and sRÞ0 at fixed depth of
penetration, Eq.~24! gives

A

A0
5S dP

dhD 2S dP0

dh0
D 22

, (25)

see Fig. 6. Comparing the cases ofsR50 and sRÞ0 at fixed
applied load, Eqs.~24! and ~10! give

dP

dh
5

dP0

dh0
. (26)

It can be concluded that when comparison is made at fi
applied load, the unloading part of theP2h curve cannot give
any information on the initial stress. The unloading part of t
curve can be useful in the determination of the initial stresse
comparison is made at fixed indentation depth by combining E
~25!, ~13!, and~14!.

Fig. 5 The relative change of penetration depth, zDh zÕh 0 , as a
function of the normalized initial stress, sRÕp av . Comparison
at constant applied load.
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5 Comparison of Predictions With Experiments
Early experiments of Fink and Van Horn@9# investigated ex-

perimentally the influence of uniaxial tensile bending stress on
Rockwell E hardness of the 17S aluminum alloy. They found t
for sR/sy,0.5, the hardness decreased less than 2% from
hardness of the unstressed material. Later, Sines and Carlson@10#
investigated experimentally the influence of uniaxial bend
stress on the Rockwell B hardness of an annealed high-ca
steel ~the surface stresses were below the elastic limit!. They
found that for compressive initial stress, the hardness increa
less than 1% and for tensile initial stress the hardness decre
less than 5% from the hardness of the unstressed material.

More recently, Simes et al.@11# examined experimentally the
influence of uniform, tensile biaxial stress on the Vickers hardn
of an annealed bright drawn mild steel. They found that
sR/sy,0.4, the hardness decreased less than 3% from the h
ness of the unstressed material and for 1.sR/sy.0.4 the hard-
ness decreased dramatically. This result is similar to that found
Fink and vanHorn for the uniaxial tensile residual stress and
be explained by the constraint given by Eq.~9! ~for the Vickers
geometry tana'0.4!.

In order to further validate the theory, available experimen
results were found in the work of Tsui et al.@12#. Tsui et al. give
adequate information regarding nanoindentation tests where tr
nal Berkovich diamond pyramids indented a rapidly solidifi
8009 aluminum alloy~this is a very fine-grained alloy with a yield
strength ofsy5353 MPa!, at room temperature. Prior to indenta
tion, the substrate was subjected to pure bending that produce
initial uniaxial ~elastic! stress of different magnitude~tensile as
well as compressive!. A fixed grip attachment locked in a surfac
initial stress,sx,0

R , due to bending. Therefore, taking they direc-
tion as the bending moment direction withsy,0

R 50, Eq. ~4! gives

sR5sx,0
R /2. (27)

Figure 7 shows the experimental values of the apparent con
areas, at different values of initial~residual! stresssx,0

R . From Tsui
et al. @12#, the reported values of the mechanical constants
E582.1 GPa,n50.31,s0.295426 MPa4 for 8008 aluminum and
Ein51006 GPa,n in50.07 for the diamond indenter. According t
Giannakopoulos and Suresh@13#, at P05110 mN, the average
pressure ispav51.3 GPa, the contact area isA0585mm2, the
unloading slope isdP0 /dh050.89 mN/mm and the residual pen
etration depth ishr ,0 /hmax,050.913. Tsui et al. reported averag
pressure pav51.2 GPa, contact areaA0592mm2, unloading
slope dP0 /dh050.89 mN/mm, residual penetration dep
hr ,0 /hmax,050.913 and contact stiffnessC0537 GPa. Figure 7

4s0.29 is the uniaxial stress at 0.29 compressive strain.

Fig. 6 The change of the unloading part of the indentation P
Àh curve due to the presence of surface initial stresses
SEPTEMBER 2003, Vol. 70 Õ 641
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tart-
shows the experimental values of the apparent contact area~com-
parison of theP2h curves at constant load!, together with the
predictions from the present analysis, Eqs.~15! and ~16! with a
524.7deg andsR from Eq. ~27!. The agreement is very good.

A key result of the present analysis is that an initial shear st
will neither affect the hardness nor the loading force-depth re
tion. It is then important to experimentally validate this resu
since such initial stress state has never been tested in conne
to instrumented indentation. To that end, instrumented micro
dentation tests were performed on a cylindrical specimen of
7075-T6 which was prestressed under torsion. The material p
erties of this aluminum alloy areE570 GPa,n50.3, shear yield
strengthty5240 MPa and hardnesspav51.9 GPa. A locking de-
vice was designed to apply to the specimen an elastic shear s
by locking in an appropriate twisting angle, as shown in Fig.
The dimensions of the cylindrical specimen were lengthL
510.1 cm and diameterD51.27 cm. An applied twist ofQR

56 deg gave an initial elastic shear stresstR5177 MPa. The
specimen was polished with 0.3mm alumina paste and cleane
with acetone. A Vickers diamond indenter was used with a Wils
MicroRockwell indentation device provided by INSTRON. Th
test was load controlled with constant loading rate of 0.25 N
The device was able to record simultaneously the normal load
the vertical displacement provided by a capacitance SMU-9
from Kaman Instrumentation Corporation. The resolution was
N for the load and 0.1mm for the displacement. Four test we
conducted in the unstressed and four tests in the twisted spec
in ambient ~25°C and 60% relative humidity!. In all tests the
maximum normal load was 10 N. Under such loading, the
sumption of constant shear stress was satisfied within25%. and
the maximum deviation from normal alignment of the inden
was 2 deg. TheP2h curves were recorded and the average ma
mum indentation depth was 15mm ~standard deviation 2.5mm!
for the unstressed specimen and 15.1mm ~standard deviation 3.1
mm! for the stressed specimen. This result proves the invaria
of the P2h loading curve under initial shear stress. The imprin
were subsequently observed with the Olympus BH2-UMA opti
microscope with magnification 33104. The contact area was use

Fig. 7 Nanoindentation measurements of the apparent contact
area for uniaxially stressed specimen of aluminum alloy 8009,
after Tsui et al. †12‡. The prediction of the present analysis is
shown by dark dots. The comparison of apparent areas is done
at constant load. The apparent contact area is a simple scale of
the maximum indentation load due to the elastic residual
stresses, ignoring the hardness invariance.
642 Õ Vol. 70, SEPTEMBER 2003
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to calculate the hardness~average pressure! which was found to
be 1.86 GPa, both for the unstressed and the stressed spec
This result proves the invariance ofpav under initial shear stress

6 Conclusions
A theoretical investigation of the influence of surface initi

stresses in the force-depth response of instrumented sharp in
tation was presented. The initial stresses are elastic, but not e
biaxial. The analysis investigated the conditions under which
hardness remains independent of the initial stresses. Both ana
and experimental results indicate that the loading part of theP
2h response contains only information about the average sur
initial stress, (sx,0

R 1sx,0
R )/2. It is then important to assess the in

fluence of the initial stresses when the macroscopic indenta
response is used to extract mechanical properties of the subst
This may be particularly troublesome in the evaluation of thin fi
properties. The situation is no better even when the finite elem
method is used without including the initial stresses in the m
elling. If the material properties are known, the force-depth ind
tation response can be used to assess the average biaxial s
initial stress, but not each initial stress component separately.

In the absence of any information about the initial stresses~e.g.,
their ratio!, only the equal-biaxial and the uniaxial initial stres
can be resolved conclusively by the force-depth response. Eq
biaxial stresses are often present in thin films and uniaxial sur
residual stress often appears in metal line deposition on cera
wafers and in uniaxial bending or stretching of plates. In su
cases, indentation can be used with the present theory to asse
residual stresses. The limits of the analysis must be also kep
mind, especially regarding homogeneity and isotropy of the m
terial properties, uniformity of the initial stresses, low frictio
coefficient, and geometric sharpness of the indenter geom
Moderate deviations from the previous limits may lead to stro
deviations from the present results. The method can be app
when the stress-free indentation response is measured or ca
constructed from known material properties.
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Appendix

Thermodynamic Proof of the Contact Pressure Invariance
The force-depth response shown in Fig. 3 can be explained s

Fig. 8 Schematic of the experimental procedure used to exam-
ine the influence of the initial elastic shear stress in the instru-
mented indentation loading response. The applied twist QR is
locked in and produces an elastic shear stress tR

Ä0.25EQRDÕ„L „1¿n…… at the surface of the specimen.
Transactions of the ASME
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ing from the convexity of the internal energy relation with resp
to entropy,S, and volume,V @14#. In thermodynamic terms, the
stability of equilibrium during indentation at constant temperat
(T5const) requires the Le Chatelier-Braun inequality

~]p/]V!T,0, (A1)

which connects the pressure change,dp, with the volume change
dV. Similarity implies that the pressure change is proportiona
the applied load over the contact area,P/A, assumed for the time
invariant. Then, at constant indentation depth (h5const), ~A1!
gives

~]P/]V!T,h,0. (A2)

Therefore, compared to the stress-free state, the applied loa
lower, if the surface is in initial tension (dV.0) and higher, if the
surface is in initial compression (dV,0).

For classic elastoplastic materials, when an initial surface sh
stress is applied the change of volume is zero,dV50, therefore
the force-depth curve remains invariant. For pressure sens
materials, such as certain metals, ceramics, glasses, and r
shear stresses induce volume changes and for these materia
present analysis does not apply.

The invariance of the contact pressure can be investigate
examining separately the cases of pileup and sinking in of
contact perimeter. Assume that the contact pressure is not in
ant but has to remain positive semi-definite in all cases. Cons
the constant load comparison. Then, overall equilibrium requ
the contact pressure distribution to expand~or recede! from its
initial region corresponding to the tensile~or compressive! char-
acter of the initial stresses. However, compatibility at the con
perimeter would require the volume close to the surface perim
to increase or decrease in violation of the LeChatelier-Braun
equality. Therefore, at constant load, both the contact area an
Journal of Applied Mechanics
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contact pressure distribution must remain invariant in the prese
of initial stresses. As a result, the average contact pressure rem
also invariant.
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plasticity to ensure that the consistency condition is satisfied at each time step. Mor
for perfect plasticity, they have converted the usual nonlinear elastoplastic constit
model into a linear system of ordinary differential equations in redefined variables.
present paper is concerned with general isotropic workhardening. With the presen
mulation, it is still possible to satisfy the elastoplastic consistency condition at every
step, without the need for iterations even for nonlinear workhardening. The resu
system of ordinary differential equations, however, is, in general, nonlinear. Diffe
strategies for obtaining numerical solutions of these equations are proposed in this p
one of them based on group theory. Numerical solutions from the different schemes
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1 Introduction
Computational rate-independent elastoplasticity is a ma

subject. Return mapping algorithms provide an effective integ
tion scheme for the constitutive equations. This procedure ca
out a discrete enforcement of the consistency condition that w
to the best of the authors’ knowledge, first suggested by Wilk
@1#. The consistency condition ensures that the changing st
state always remains on the~in general! changing yield surface
Radial return mapping algorithms have been employed in c
junction with the continuum~or elastoplastic! tangent by, among
others, Hinton and Owen@2# and Pinsky et al.@3#. These elasto-
plastic moduli are obtained from the continuum~rate! constitutive
model by enforcing the above mentioned consistency condit
Nagtegaal@4# observed, in the context of a linear isotropic har
ening rule, that use of the continuum tangent results in the los
quadratic convergence of the associated iterative method.
seminal paper, Simo and Taylor@5# proposed the consistent tan
gent elastoplastic operator for rate-independent elastoplast
This approach assures consistency between the integration
rithm and the tangent modulus, thereby preserving the quad
rate of convergence of iterative solution schemes based u
Newton’s method. The consistent tangent operator~CTO! has
been routinely employed in the context of the finite elem
method~FEM! for solving problems in elastoplasticity. It has als
been employed within the boundary element method~BEM! by
Mukherjee and his co-authors,@6,7#.

Liu and Hong@8–10# have recently revisited this problem an
have proposed a novel formulation for it.They have explored the
internal symmetry of the constitutive model for perfect plastic
to ensure that the consistency condition is satisfied at every
step. Moreover, for perfect plasticity, they are able to conver
physically nonlinear constitutive model into alinear system of
first order ordinary differential equations~ODEs! of the form ẋ
5Ax ~with suitably defined variablesxk).

The present paper is concerned with small-strain small-rota
rate-independent elastoplastic problems with general isotr

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Mar. 1
2002; final revision, Apr. 24, 2003. Associate Editor: B. M. Moran. Discussion on
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California–Santa Barb
Santa Barbara, CA 93106-5070, and will be accepted until four months after
publication of the paper itself in the ASME JOURNAL OF APPLIED MECHANICS.
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workhardening. The constitutive model is again written in t
form of a system of ODEs in suitably redefined variables. It
again possible to satisfy the consistency condition at every t
step, without the need for iterations even for nonlinear workha
ening plasticity, but the system of ODEs is no longer linear in t
case. Three different strategies for obtaining numerical soluti
to the system of equations are proposed herein. These are a d
strategy, one based on converting the system of ODEs into
equivalent nonlinear Volterra integral equation, and, finally, a
lution strategy based on group theory. Numerical solutions fr
the different methods, for a simple illustrative example, are p
sented next. A concluding remarks section completes the pap

2 Constitutive Equations

2.1 Separation of Strain Rates.

ė5 ė~e!1 ė~p! (1)

d5d~e!1d~p! (2)

where

d[ė5 ė2~1/3!tr~ ė!I (3)

and similarly ford(e) andd(p).

2.2 Elasticity.

d~e!5 ṡ/~2G! (4)

tr ~ ė~e!!5tr~ṡ!/~3K ![ ṗ/K (5)

where

s5s2~1/3!tr~s!I . (6)

2.3 Plasticity.

d~p!50 for s,k~e~p!! (7)

d~p!5
3d0

~p!

2s
s for s5k~e~p!! (8)

tr~ ė~p!!50 (9)

where

s5A~3/2!s:s (10)

7,
the
nt of
ara,
nal
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~p!5 ė ~p!5A~2/3!d~p!:d~p!. (11)

For the case of plastic flow, use of~4! and ~8! in ~2! gives

ṡ1
3Gd0

~p!

k~e~p!!
s52Gd. (12)

In Eqs. ~1! through~12!, the tensore is the strain, with a su-
perscript~e! or ~p! denoting its elastic and plastic parts, respe
tively. A superscribed dot over a variable denotes its deriva
with respect to~pseudo! time. The stress tensor iss and the de-
viatoric parts of the stress and strain tensors ares ande, respec-
tively. The elastic material properties are the bulk modulusK and
the shear modulusG, while the plastic hardening function i
k(e (p)). Finally, for a second rank tensora, a:a5ai j ai j .

3 Integration of Eq. „12…

3.1 Integrating Factor. Define the integrating factor:

J5expF3GE
0

t ė ~p!dt

k~e~p!!
G5expF3GE

0

e~p! de~p!

k~e~p!!
G . (13)

Note that

J̇53Gd0
~p!J/k~e~p!!. (14)

Using the integrating factorJ from ~13!, Eq.~12! can be written
as

d

dt
@J~ t !s#52GJ~ t !d. (15)

3.2 Examples of Hardening Functions.

Perfect Plasticity. In this case,k(e (p))5Y, where Y is the
constant yield stress in tension. Now

J~e~p!!5expF3Ge~p!

Y G . (16)

Linear Workhardening. In this case,k(e (p))5Y1Ce (p) with
Y andC constant. Now

J~e~p!!5F11
Ce~p!

Y G3G/C

. (17)

3.3 Determination of s:d. Rearranging~12!:

d2
ṡ

~2G!
5

3d0
~p!s

2k~e~p!!
(18)

Taking the inner product of~18! with s, one has

s:d5
s: ṡ

2G
1

3d0
~p!~s:s!

2k~e~p!!
. (19)

First Term of (19). From ~10! and ~8!2

s:s5~2/3!k2. (20)

Differentiating ~20! with respect to time,

s: ṡ5~2/3!kk8d0
~p! . (21)

Second Term of (19).Using ~20!

3d0
~p!~s:s!

2k~e~p!!
5kd0

~p! . (22)

Finally, using~19!, ~21!, and~22!, one gets

s:d5S kk8

3G
1k Dd0

~p! . (23)
Journal of Applied Mechanics
c-
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4 Minkowski Space-Time

4.1 System of Differential Equations. Define them11 di-
mensional vector:

x5@x1 ,x2 , . . . ,xm ,J#T5J@s1 ,s2 , . . . ,sm,1#T (24)

where, for two-dimensional problems,m54 and the tensors has
components

@s#5Fs1 s3

s4 s2
G (25)

and, for three-dimensional problems,m59 and the tensors has
components

@s#5F s1 s6 s5

s9 s2 s4

s8 s7 s3

G . (26)

Of course, the tensors is symmetric, so thats35s4 in ~25! and
similarly in ~26!.

The equations for plastic flow can now be written in the for

ẋ5Ax (27)

where, for the two-dimensional case~for example!, the explicit
form of the matrixA is

A52GF 0 0 0 0 d1

0 0 0 0 d2

0 0 0 0 d3

0 0 0 0 d4

ld1 ld2 ld3 ld4 0

G (28)

with l determined in the next subsection. Also, the component
the tensord in ~28! are written in the same manner as those ofs in
~25!.

The first four equations of~27! represent equations of~15!,
while the last one represents~14!.

4.2 Determination of l in Eq. „28…. Using ~14!, the last
equation in~27! can be written in explicit form as

2GJl~s:d!5 J̇53GJd0
~p!/k~e~p!!. (29)

Finally, using~23! and ~29!,

l~e~p!!5
3ĝ

2k2~e~p!!
, (30)

where, as in Simo and Taylor@5#

ĝ5
3G

3G1k8
. (31)

Note that for perfect plasticityl53/(2Y2), and, for this case,
~27! is linear!

4.3 Final Form of Differential Equations. With the
Minkowski space-time formalism, the system of differential equ
tion for elastoplasticity can be written as

ẋ5Ax (32)

where

x5J@s,1#T (33)

A52GF0m3m d

013m 0G if xTgx,0 ~elastic state! (34)

A52GF0m3m d

ldT 0G if xTgx50 ~plastic state! (35)
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g5F I m3m 0m31

013m 2~2/3!k2G (36)

with m54 for two-dimensional andm59 for three-dimensiona
problems. The space consisting of allx endowed with the indefi-
nite metric tensorg is called the Minkowski space-time.

5 Solution Strategies

5.1 Scheme One: A Direct Solution Strategy. Given the
state at timetn , i.e., sn , dn , en

(p) andJn , and alsodn11 at time
tn11 , one can write the matrixA in ~32! as

An52GF0m3m dn11

013m 0 G if xn
Tgnxn,0 ~elastic state!

(37)

An52GF 0m3m dn11

lndn11
T 0 G if xn

Tgnxn50 ~plastic state!.

(38)

Solving ~32! with the Cayley transform, one has

xn115Jn11@sn11,1#T5Gnxn5GnJn@sn,1#T (39)

where

Gn5@ I 2tAn#21@ I 1tAn#. (40)

With the help of the following formula

F I m a

bT 1G21

5F I m1
abT

12a"b

2a

12a"b

2bT

12a"b

1

12a"b

G (41)

and the use ofAn from ~38!, one gets

Gn5F I 1
8t2G2lndn11dn11

T

124t2G2lndn11 :dn11

4tGdn11

124t2G2lndn11 :dn11

4tGlndn11
T

124t2G2lndn11 :dn11

114t2G2lndn11 :dn11

124t2G2lndn11 :dn11

G .

(42)

HerenPZ1, sn denotes the value ofs at a discrete timetn and
so on, andt is one half of the time increment, that is,t5Dt/2
5(tn112tn)/2.

Equation ~39! gives Jn11 and sn11 . Next, en11
(p) is obtained

from Jn11 .
Finally, from ~6!, ~5!, ~9!, and~1!, one has

sn115sn111Ktr~en11!I . (43)

5.2 Scheme Two: A Numerical Scheme Based on a Nonlin
ear Volterra Integral Equation. The solution of Eq.~15! is

s~ t !5
J~ t i !

J~ t !
s~ t i !12GE

t i

t J~z!

J~ t !
d~z!dz (44)

where one needs to specify the initial values(t i) at the initial time
t i .

From ~14!, ~23!, and~44! it follows that

J̇~ t !5
3Gĝ

k2 FJ~ t i !s~ t i !12GE
t i

t

J~z!d~z!dzG :d~ t !. (45)

Furthermore, let

Ż~ t !5
k2

3Gĝ
J̇~ t !5

k

ĝ
Jd0

~p! . (46)

Therefore
646 Õ Vol. 70, SEPTEMBER 2003
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Ż~ t !5FJ~ t i !s~ t i !12GE
t i

t

J~z!d~z!dzG :d~ t !. (47)

Integrating~47!, one gets

Z~ t !5Z~ t i !1J~ t i !s~ t i !:@e~ t !2e~ t i !#12GE
t i

t

@e~ t !

2e~z!#:d~z!J~z!dz, (48)

a nonlinear Volterra integral equation forZ.
The three parameterse (p), J, and Z are homeomorphic. For

example, for the linear workhardening material in Section 3.2
follows that

J~e~p!!5S 11
Ce~p!

Y D 3G/C

,

Z~e~p!!5
~3G1C!Y2

3~3G12C!G F S 11
Ce~p!

Y D ~3G12C!/C

21G
Z~J!5

~3G1C!Y2

3~3G12C!G
@J~3G12C!/~3G!21#,

J~Z!5F3~3G12C!GZ

~3G1C!Y2
11G 3G/~3G12C!

(49)

e~p!~J!5
Y

C
@JC/~3G!21#,

e~p!~Z!5
Y

C S F3~3G12C!GZ

~3G1C!Y2
11GC/~3G12C!

21D .

A numerical scheme based on the above formulation is deri
next. The discretizations of Eqs.~48! and ~44! are obtained by
applying the trapezoidal rule for the integrals as follows:

Zn115Zn1Jnsn :@en112en#1GDtJn@en112en#:dn (50)

sn115
Jn

Jn11
sn1GDtFdn111

Jn

Jn11
dnG . (51)

The aboveJn andJn11 can be calculated through the functio
J5J(Z) as demonstrated, for example, by Eq.~49! for the linear
workhardening material.

5.3 Scheme Three: A Numerical Method Based on Group
Theory. The third method is derived as follows. Let

ŝ5
s

A2/3k
(52)

be the normalized stress deviator. From~12!, the governing equa-
tion for ŝ is found to be

ṡ̂1
3G1k8

k
d0

~p!ŝ5
2G

A2/3k
d (53)

which, upon defining the integrating factor

L5expF E
0

e~p! 3G1k8~e~p!!

k~e~p!!
de~p!G5

kJ

k~0!
, (54)

becomes

d

dt
~L~ t !ŝ!5

2G

A2/3k
L~ t !d. (55)

For example, for the linear workhardening material in Sect
3.2, one has
Transactions of the ASME
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Fig. 1 „a… Shearing stress as a function of shearing strain and „b… error in satisfying the consistency condition for the
three proposed numerical schemes
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L~e~p!!5S 11
Ce~p!

Y D ~3G1C!/C

. (56)

Also, from ~54!, ~23! and ~52!, one has

L̇5
2G

A2/3k
L ŝ:d. (57)

Equations~55! and ~57! can be jointly written as

Ẋ5ÂX (58)

in which

X5FL ŝ
L G (59)

is called the augmented deviatoric stress, and

Â5
2G

A2/3k
F0m3m d

dT 0G (60)

satisfying

ÂTĝ1ĝÂ50 (61)

which is the Lie algebra ofSOo(m,1). Here

ĝ5F I m3m 0m31

013m 21 G (62)

is a constant metric of Minkowski spacetimeMm11. Thus, the
one-parameter group generated byÂ gives the following transfor-
mation formula forX:

X~ t !5Ĝ~ t !X~0! (63)

whereĜ is an element of the proper orthochronous Lorentz gro
SOo(m,1) satisfying

ĜTĝĜ5ĝ (64)

detĜ51 (65)

Ĝ0
0.0. (66)

From ~59! and ~62! it follows that

XTĝX5~L !2@ ŝ: ŝ21# (67)

which, in view of ~52!, ~7!, and~8!, leads to

XTĝX<0. (68)
urnal of Applied Mechanics
up

The equationXTĝX50 is called the cone condition, which co
responds to the yield conditions:s5(2/3)k2. On the other hand,
XTĝX,0 corresponds to the elastic state.

A numerical scheme based on the group properties can be
lized to enhance computational accuracy and efficiency. The ti
centered Euler scheme for Eq.~58! is

FLn11ŝn11

Ln11
G5ĜnFLnŝn

Ln
G (69)

where

Ĝn5@ I 2tÂn#21@ I 1tÂn#. (70)

In the above, from~60!, one writes

Ân5
2G

A2/3kn
F0m3m dn11

dn11
T 0 G . (71)

It is very important to point out that theĜn in ~70! fulfills the
group properties~64!–~66! as discussed in Liu@11#. It has the
following form:

Ĝn5F I 1
12t2G2dn11dn11

T

kn
226t2G2dn11 :dn11

2A6tGkndn11

kn
226t2G2dn11 :dn11

2A6tGkndn11
T

kn
226t2G2dn11 :dn11

kn
216t2G2dn11 :dn11

kn
226t2G2dn11 :dn11

G .

(72)

6 A Numerical Example
In order to compare the merits of the different schemes, c

sider a simple numerical example of a linear workhardening m
terial subjected to simple shearing deformation. In this proble
the strain rate tensord is

d5
ġ

2 F 0 1 0

1 0 0

0 0 0
G (73)

whereg is the engineering shearing strain.
Figure 1 compares the results calculated by the three diffe

numerical schemes described in Sections 5.1, 5.2, and 5.3, re
tively. The material constants used in these calculations areG
520,000 MPa,Y5200 MPa, andC5100 MPa. The time step
used in all three calculations isDt50.0001 s. The three scheme
give the same shearing stress-strain curve within plotting ac
SEPTEMBER 2003, Vol. 70 Õ 647
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racy. This~bilinear! curve is shown in Fig. 1~a!. Their errors in
satisfying the consistency condition, defined ase53s:s/(2k2)
21, are shown in Fig. 1~b!. It can be seen from this figure that a
the schemes are very accurate, with the group-preserving sch
giving the smallest error in satisfying the consistency conditi
closely followed by the scheme based on the Volterra integ
equation.

7 Concluding Remarks
This paper presents a new formulation for isotrop

workhardening rate-independent plasticity, in which the govern
equations are reduced to a system of~in general! nonlinear differ-
ential equations. Numerical results for a simple illustrative pro
lem demonstrate the accuracy of three different numer
schemes that are proposed here for solving the problem. The
thors feel that the scheme based on group theory is particu
promising for the solution of this class of problems.
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A Unified Characteristic Theory
for Plastic Plane Stress and Strain
Problems
Based on the unified strength criterion, a characteristic theory for solving the pla
plane stress and plane strain problems of an ideal rigid-plastic body is established in
paper, which can be adapted for a wide variety of materials. Through this new theo
suitable characteristic method for material of interest can be obtained and the rela
among different sorts of characteristic methods can be revealed. Those characte
methods on the basis of different strength criteria, such as Tresca, von Mises, M
Coulomb, twin shear (TS) and generalized twin shear (GTS), are the special
(Tresca, Mohr-Coulomb, TS, and GTS) or linear approximation (von Mises) of the
posed theory. Moreover, a series of new characteristic methods can be easily derive
it. Using the proposed theory, the influence of yield criterion on the limit analysi
analyzed. Two examples are given to illustrate the application of this theory.
@DOI: 10.1115/1.1602484#
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1 Introduction
The theory of plasticity deals with the methods of calculati

stresses and strains in a deformed body after part or all of
body has yielded, and it has been applied to lots of pract
problems. As a large number of plastic plane problems exis
engineering practice, they have been drawing much attention f
researchers throughout the world~@1–6#!.

For plane problems, characteristic methods can be used to s
the quasilinear differential equation systems of stress and velo
fields. Judgements on the types of these differential equation
tems can be made using the theory of characteristics. They ma
elliptic or hyperbolic, depending on the considered stress s
The methods of characteristics based on the von Mises and Tr
criteria can be found in the literature of Kachanov@7# and Yan@8#
for plane strain and plane stress problems. Mandel@9# discussed
the method of characteristics based on the Mohr-Coulomb crite
Yan and Bu@10,11# established the method based on the ma
mum stress deviator yield criterion~also known as twin-shea
~TS! yield criterion ~@12#!.

The methods of characteristics based on the von Mises, Tre
and twin-shear criteria can be applied to the limit analysis of
plane problems. However, they are only adapted for the non
~strength-differential! materials witht0'0.58s t , t050.5s t , and
t052s t/3, respectively, but fail for the SD materials. Althoug
the method of characteristics based on the Mohr-Coulomb crit
takes account of the SD effect, it is only adapted for the mate
with t05s tsc /(s t1sc).

Normally, the plane strain and plane stress characteristic th
ries are studied independently. In this paper, a generalized ch
teristic theory system for solving the plastic plane problem of
ideal rigid-plastic body is established based on the unified stre
criterion ~@13,14#!, which includes the strength-differential effe
~SD effect! and can be used for a wide variety of materials. Tho
characteristic methods on the basis of different strength crite

1Corresponding author. Tel:165-67906199; fax:165-67910676
Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF

MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, July 1
2002; final revision, Jan. 10, 2003. Associate Editor: M.-J. Pindera. Discussion o
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California—Sa
Barbara, Santa Barbara, CA 93106-5070, and will be accepted until
months after final publication of the paper itself in the ASME JOURNAL OFAPPLIED
MECHANICS.
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such as Tresca, von Mises, Mohr-Coulomb, TS, and general
TS ~GTS! ~@15,16#!, are the special cases~Tresca, Mohr-Coulomb,
TS, and GTS! or linear approximation~von Mises! of the pro-
posed theory. Besides, a series of new characteristic methods
be obtained from it. The theory put forward in this paper can
used conveniently in all sorts of plane strain and plane str
problems.

2 The Unified Strength Criterion
Based on orthogonal octahedron of the twin shear elem

model ~@12#!, a unified strength criterion~USC! was developed
which specifies that the failure occurs when a certain function
the two larger principal shear stresses and their correspon
normal stresses reach a limit value~@13,14#!. The mathematical
expression of the USC is

F5t131bt121b~s131bs12!5C

when t121bs12>t231bs23, (1a)

F5t131bt231b~s131bs23!5C

when t121bs12<t231bs23, (1b)

where t13, t12, and t23 are principal shear stresses andt13

5
1
2(s12s3), t125

1
2(s12s2), and t235

1
2(s22s3). s13, s12,

and s23 are normal stresses corresponding to the three princ
shear stresses ands135

1
2(s11s3), s125

1
2(s11s2), and s23

5
1
2(s21s3), in which s1 , s2 , ands3 are the principal stresse

ands1>s2>s3 . b andC are material parameters, and they c
be expressed as

b5
sc2s t

sc1s t
5

12a

11a
, C5

~11b!s tsc

sc1s t
5

11b

11a
s t , (2)

wheres t is uniaxial tensile strength,sc is uniaxial compressive
strength, anda5s t /sc is the ratio of the tensile to the compre
sive strengths and 0,a<1. The ratio is an index of the materia
strength differential effect~SD effect!. If s t , sc and the shear
strengtht0 are chosen as the basic material parameters, thro
Eq. ~2! for pure shear loading, the parameterb can be expressed a
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~sc1s t!t02s tsc

~s t2t0!sc
. (3)

The USC also can be expressed in terms of principal stresse
follows:

F5s12
a

11b
~bs21s3!5s t , when s2<

s11as3

11a
,

(4a)

F85
1

11b
~s11bs2!2as35s t , when s2>

s11as3

11a
.

(4b)

It should be noted that the parameterb plays an important role
in the USC. It builds a bridge among different strength criteria
is this parameter that distinguishes one criterion from another.
the other hand, the scope of application of each criterion is a
represented by this parameter. Hence the USC is not a si
strength criterion but a theoretical system including a series
regular strength criteria, and it can be applied to more than
kind of material. In practice, when basic material parameters
obtained by experiments, the value ofb can be determined
through Eq.~3!. Whenever parameterb is obtained, the yield cri-
terion for this sort of material is determined and the application
possible. Consequently,b can be regarded as a parameter
which the suitable yield criterion for material of interest can
determined.

The USC is a series of piecewise linear yield criteria on thep
plane as shown in Figs. 1 and 2. The exact form of expres
depends on the choice of parameterb. With different choices of
parameterb, the USC can be simplified to the Tresca~a51 and
b50), the linear approximations of Mises~a51 andb51/2 or
a51 and b51/(11A3)), the Mohr-Coulomb ~0,a,1 and b
50), the TS~a51 andb51), the GTS~0,a,1 andb51), and
a series of new strength criteria. In the stress space, the lowe
upper bounds of the yield surfaces on thep plane are special case
of the USC, i.e.,b50 ~a51 for the Tresca or 0,a,1 for the
Mohr-Coulomb! and b51 ~a51 for the TS or 0,a,1 for the
GTS!, respectively. When the parameterb varies between 0 and 1
a series of yield surfaces between the two limiting surfaces ca
obtained.

3 Characteristics for Plastic Plane Problems
For the cases of plane stress and plane strain,s I and s III are

assumed to be two principal stresses in thexy plane ands I
>s III , ands II is assumed to be the out-of-plane principal stre

Fig. 1 Different yield loci on the p plane for non-SD materials
„aÄ1…
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Assuming A5(sx1sy)/25(s I1s III )/2 and B

5A@(sx2sy)/2#21txy
2 5(s I2s III )/2, the USC in plane state ca

be expressed as

F5mA1nB5s t , (5)

wherem andn are material parameters.
In the case of plane stress, the out-of-plane principal stresss II

vanishes. Then, there are three cases to be distinguished in
state of plane stress.

Case A. When s I>s III>0, it hass15s I , s25s III , and s3
50. From Eq.~4!, we can know that

m5
11b2ab

11b
, n5

11b1ab

11b
, when B<A<

21a

a
B,
(6a)

m51, n5
12b

11b
, when A>

21a

a
B.

Case B. When s I>0>s III , it has s15s I , s250, and s3
5s III . From Eq.~4!, we can know that

m5
11b2a

11b
, n5

11b1a

11b
, when

a21

11a
B<A<B,

(6b)

m5
12a2ab

11b
, n5

11a1ab

11b
, when 2B<A<

a21

11a
B.

Case C. When 0>s I>s III , it has s150, s25s I , and s3
5s III . From Eq.~4!, we can know that

m52a, n5a
12b

11b
, when A<2~112a!B,

(6c)

m5
b2a2ab

11b
, n5

b1a1ab

11b
,

when 2~112a!B<A<2B

In the case of plane strain of an ideal rigid-plastic body, sin
the strain rate in thez direction ~perpendicular to thexy plane!
vanishes, the relationsz5s II5(sx1sy)/25(s I1s III )/2 exists.
Since the principal stressess1>s2>s3 , it has s15s I , s2
5s II , ands35s III . Thus in the plane strain condition, it has

m512a, n5~11b1a!/~11b!. (7)

As 0,a<1 and 0<b<1, from Eqs.~6! and ~7! it hasn>0.

3.1 Characteristics of Stress Field. Neglecting body force,
the equations of equilibrium for plane problems are

Fig. 2 Different yield loci on the p plane for SD materials „0
ËaË1…
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]sx

]x
1

]txy

]y
50,

]txy

]x
1

]sy

]y
50 (8)

and the stress components can be expressed as

sx5A1B cos 2w, sy5A2B cos 2w, txy5B sin 2w,
(9)

wherew is the angle fromx axis to the direction of principal stres
s1 in an anticlockwise way. Combining Eqs.~9!, ~8!, and ~5!
gives

]A

]x S 12
m

n
cos 2w D1

]A

]y S 2
m

n
sin 2w D12BS ]w

]y
cos 2w

2
]w

]x
sin 2w D50, (10a)

]A

]x S 2
m

n
sin 2w D1

]A

]y S 11
m

n
cos 2w D12BS ]w

]x
cos 2w

1
]w

]y
sin 2w D50, (10b)

Equation~10! is a quasilinear partial differential equation sy
tem of the first order. When it has two different real roots, it is
the hyperbolic type and two families of characteristics can
obtained. When it has two equal real roots, it is of the parab
type and only one family of characteristics exists. When it has
real root, it is of the elliptic type and no characteristics exist.

To utilize the method of characteristics, two supplementary
cremental expressions are needed,

]A

]x
dx1

]A

]y
dy5dA, (11a)

]w

]x
dx1

]w

]y
dy5dw. (11b)

Equation~10! together with Eq.~11! make an algebraic equatio
system with]A/]x, ]A/]y, ]w/]x, and]w/]y as unknowns. Let
the determinant of coefficients vanish, and obtain

dy

dx
5

2n sin 2w6An22m2

2n cos 2w1m
. (12)

Assuming

cos 2c52
m

n
(13)

then Eq.~12! can be rewritten as

dy

dx
5tan~w7c!. (14)

As can be seen, the two families of characteristics make an
7c with the direction of principal stresss1 . Here those corre-
sponding to the minus sign are assigned as familya and those
corresponding to the plus sign as familyb. On replacing any
column of the coefficient determinant by the right-hand-side te
of Eqs.~10! and ~11!, it has

6An22m2dA22~s t2mA!dw50. (15)

WhenmÞ0, with Eq. ~15! it has

2mw1An22m2 ln~s t2mA!5const, alonga line,
(16a)

2mw2An22m2 ln~s t2mA!5const, alongb line.
(16b)

Whenm50, with Eq. ~15! it has

nA22s tw5const, alonga line, (17a)
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nA12s tw5const, alongb line. (17b)

Equations~16! and~17! express the properties of characteristi
of the stress field for the plane problems.

3.2 Characteristics of Velocity Field. From the associated
flow rule, it has

j5h
]F

]s
, (18)

wherej ands denote strain rate and stress tensors, respectiv
and h is a non-negative constant. Under the conditions of sm
deformation and ideal rigid plasticity, it has

jx5
]vx

]x
, jy5

]vy

]y
, jxy5

]vx

]y
1

]vy

]x
, (19)

wherevx andvy are velocity components in thex andy directions,
respectively.

To find the characteristics of velocity field, from Eqs.~18! and
~19!, we know that

]vx /]x

]F/]sx
5

]vy /]y

]F/]sy
5

]vx /]y1]vy /]x

]F/]txy
5h.

Combining the above equation with the yield condition~5! and
Eq. ~9! gives

~m2n cos 2w!
]vx

]x
2~m1n cos 2w!

]vy

]y
50, (20a)

cos 2wS ]vx

]y
1

]vy

]x D2sin 2wS ]vx

]x
2

]vy

]y D50. (20b)

Similarly, two incremental expressions are

]vx

]x
dx1

]vx

]y
dy5dvx , (21a)

]vy

]x
dx1

]vy

]y
dy5dvy . (21b)

Thus Eqs.~20! and ~21! make an algebraic equation system wi
]vx /]x, ]vx /]y, ]vy /]x, and]vy /]y as unknowns. On assum
ing the determinant of coefficients equal to zero, it has

dy

dx
5

2n sin 2w6An22m2

m2n cos 2w
. (22)

It is shown that the characteristics of the velocity field just co
cide with those of the stress field. The following properties
characteristics of the velocity field can also be obtained b
simple derivation:

dvx1dvy tan~w2c!50, along a line, (23a)

dvx1dvy tan~w1c!50, along b line. (23b)

The present unified characteristic theory is adapted for
plane stress problems when the parametersm and n are deter-
mined from Eq.~6!, and it is adapted for the plane strain problem
when the parametersm andn are determined from Eq.~7!. With
different values of parametersb anda, the theory can be simpli-
fied to those characteristic methods based on Tresca, M
Coulomb, TS, and GTS criteria and a series of new character
methods. Whenb51/(11A3) or 1/2, the characteristic field sim
plified from the unified characteristic field is the linear appro
mations of that based on von Mises criterion.

4 Application
On the basis of the obtained characteristics of stress and ve

ity fields, many sorts of plastic plane problems can be studied
SEPTEMBER 2003, Vol. 70 Õ 651
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Example 1: An infinite thin plate, having a circular hole with
radiusa ~Fig. 3!, is subjected to a two-directional uniform tensio
q at infinity. Find the limit loadqs and the corresponding stres
distribution.

It is obvious that this is a plane stress problem. As the hol
free and the plate experiences two-directional uniform tensio
infinity, on the edge of the hole there will besu.0 ands r50,
and at infinity there will besu5s r.0. Thussu>s r>0 holds in
the whole plate.

According to the stress state of this problem and from Eqs.~5!
and ~6!, the following yield conditions are available:

F5mA1nB5s t , m5
11b2ab

11b
,

n5
11b1ab

11b
when B<A<

21a

a
B, (24)

F5mA1nB5s t , m51, n5
12b

11b
when A>

21a

a
B.

(25)

Near the hole edge, with the available yield condition~24! and Eq.
~13!, it has

c5
1

2
cos21S ab2b21

ab1b11D . (26)

Then the differential equations of characteristics are

dr

rdu
56tgc56A11b

ab
(27)

and equations of characteristics passing through the pointA (r
5a,u50) will be

u56A ab

11b
ln

r

a
~plus for a line, minus for b line!.

(28)

Using Eq.~16a! alonga0 line AP ~see Fig. 3!, we have

~11b2ab!u1Aab~11b! ln
BP

BA
50.

As BA5s t/2, thus

BP5
s t

2 S a

r D ~11b2ab!/~11b!

,

AP5
~11b!s t

2~11b2ab ! F22
11b1ab

11b S a

r D ~11b2ab!/~11b!G ,
and the stress distribution can be obtained as

Fig. 3 An infinite thin plate with a circular hole under a two-
directional uniform tension at infinity
652 Õ Vol. 70, SEPTEMBER 2003
n
s

is
at

su5AP1BP5
~11b!s t

11b2ab F12
ab

11b S a

r D ~11b2ab!/~11b!G ,
s r5AP2BP5

~11b!s t

11b2ab F12S a

r D ~11b2ab!/~11b!G (29)

whena<r<c. With r increasing, the difference betweensu and
s r will decrease and, up toA5@(21a)/a#B, yield condition
~24! is to be in the limit of availability. Designatec to denote this
radius, it has

c5F11
11b2ab

a~11b! G ~11b!/~11b2ab!

a (30)

Substituting Eq.~30! into Eq. ~29! yields

~su!c5
~11a!~11b!

11b1a
s t , ~s r !c5

11b

11b1a
s t . (31)

Whenr .c, the yield condition~25! is then available. However
it is obvious that the equationc5

1
2 cos21@(11b)/(b21)# has no

real solution when 0,b<1, and thus the characteristics field
not available. The stress distribution cannot be derived by
method of characteristics. It must be solved directly from t
equation of equilibrium

ds r

dr
1

s r2su

r
50 (32)

and the yield condition~25!. The obtained stress distribution is

s r5~p2s t!S c

r D ~11b!

1s t , su52b~p2s t!S c

r D ~11b!

1s t ,

(33)

wherer .c, andp5(s r)c . Thus the limit load

qs5s r ur 5`5s t . (34)

For the case ofb50, from equationc5
1
2 cos21(21)5p/2, it can

be concluded that two families of characteristics are reduced
family of characteristics whose direction is the same as tha
principal stresss r .

The characteristics and stress distribution are shown in Fig
in which variablec denotes the maximum radial of the characte
istics, and its value can be calculated from Eq.~30!. Whenb51
and a51, it hasc52.25a, and the unified characteristic field i
reduced to that based on the TS~@10,11#!; When b51/(11A3)
anda51, it hasc52.117a, and the characteristic field simplifie
from the unified characteristic field is the linear approximation
that based on von Mises criterion (c52.07a) ~@7,11#!; When b
50, the unified characteristic field is reduced to that based on
Mohr-Coulomb criterion, which is the same as that based
Tresca criterion for this special example~@7,11#!.

Example 2: An acute wedge is in a plane strain state, w
constituent material being ideal rigid plasticity, angleg,p/2, and
surfaceAB subjected to uniform pressurePu , as shown in Fig. 5.
Determine the limit pressurePu on surfaceAB.

Fig. 4 Characteristics and stress distribution
Transactions of the ASME
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When 0,g,p/2, a stress discontinuous line in the wedge w
appear~@7,8,17,18#!. The characteristic field is shown in Fig. 5
where/BAC5d, /CAD5n, d1n5g. The regionsABC and
ACD are regions of constant biaxial compression and unia
compression, respectively~@17,18#!. The constant stress region
ABC and ACD are separated by the line of stress discontinu
AC which is inclined toAB at an angled to be determined. The
different values a quantity may assume in the regionsABC and
ACD will be distinguished by subscripts 1 and 2, respective
The angle between characteristicsa andb is 2c.

Using the stress condition on the stress discontinuous
~@7,8,17,18#!, it has

A11B1 cos 2w15A21B2 cos 2w2 , B1 sin 2w15B2 sin 2w2 .
(35)

From Eq.~5! it has

mA11nB15mA21nB2 . (36)

Hence, with Eqs.~35! and ~36!, it has

m cos~w12w2!5n cos~w11w2!. (37)

From the stress boundary condition of the wedge, we haves3
52pu in regionABC, ands150 in regionACD. Thus it has

w15
p

2
2d, w25n, (38)

and

B15~s t1mpu!/~n1m!, B25s t /~n2m!. (39)

Substituting Eq.~38! into Eq. ~37! yields

m sin~d1n!5n sin~d2n!. (40)

It also has

d1n5g. (41)

Using Eqs.~40! and ~41!, the values ofd andn can be derived.
Substituting Eqs.~38! and ~39! into Eq. ~35! gives the unified

limit load

pu5
~n1m!s t

m~n2m!

sin 2n

sin 2d
2

s t

m
, (42)

Fig. 5 Acute wedge under unilateral pressure
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where parametersm andn are determined by Eq.~7!. Since it is
given by Ref.@15# that

a5
12sinw

11sinw
, s t5

2c cosw

11sinw
, (43)

wherew andc are angle of internal friction and cohesion, respe
tively, substituting Eqs.~7! and~43! into Eq.~42! and introducing
two parametersw t andct , the unified limit load can be rewritten
as

pu5ct cotw tS 11sinw t

12sinw t

sin 2n

sin 2d
21D , (44)

wherew t andct are defined as

sinw t5
2~b11!sinw

21b~11sinw!
, ct5

2~b11!c cosw

21b~11sinw!
•

1

cosw t
.

(45)

For the case ofb50 andaÞ1, the unified limit load is reduced to

pu85c cotwS 11sinw

12sinw

sin 2n

sin 2d
21D . (46)

This is the solution on the basis of Mohr-Coulomb criterio
~@17,18#!. For the case ofb50 anda51, the unified limit load is
reduced to

pu95 lim
a→1

~w→0!

pu852c~12cosg!. (47)

This is the solution on the basis of Tresca criterion~@18#!.
Wheng5p/3, the relation between the limit loadpu anda are

shown in Fig. 6. It can be found that the SD effect of material a
the influence of intermediate principal stress on the limit load
significant. Through the parametersa and b, the dependence o
the result of the limit load on yield criterion is also reflected. A
shown, at the samea, the Mohr-Coulomb criterion (b50) leads
to the minimum value ofpu /s t while the GTS (b51) leads to the
maximum value ofpu /s t .

5 Conclusions
On the basis of the unified strength criterion, a new charac

istic theory for solving the plane stress and strain problems o
ideal rigid-plastic body is established in this paper, which includ
the SD effect and can be applied to a wide variety of materia

This new theory can be conveniently applied to the plane st
and the plane stress problems. It builds a bridge among diffe
sorts of characteristic methods. Those characteristic method
the basis of different strength criteria, such as Tresca, von Mi
Mohr-Coulomb, TS, and GTS, are the special cases~Tresca,
Mohr-Coulomb, TS, and GTS! or linear approximation~von

Fig. 6 The relation between the limit load p u and the param-
eter b
SEPTEMBER 2003, Vol. 70 Õ 653
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Mises! of the proposed theory. The influence of yield criterion
the limit analysis is also reflected. Besides, a series of new c
acteristic methods can be obtained from it.

In practice, when basic material parameters are obtained
experiments, the value ofb can be determined. With the paramet
b, the characteristic method suitable for the material of inter
can be determined.
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Elastic Field in a Semi-Infinite
Solid due to Thermal Expansion
or a Coherently Misfitting
Inclusion
It is shown that the elastic field due to nonuniform temperature or a coherently misfi
inclusion in a semi-infinite region can be derived simply from the corresponding fie
an infinite region. This follows from the work of Mindlin and Cheng [J. Appl. Phys.21,
931 (1950)] but it is not necessary to calculate the thermoelastic potential itsel
particular, the displacement of the free surface is the same as that of the equivalent
in an infinite solid, increased by a factor of 4(12n). The change in volume associated wi
the distortion of the surface is reduced by a factor of 2(11n)/3 from the free expansion o
the inclusion. A rectangular inclusion is used to illustrate the theory.
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1 Introduction
The elastic field due to nonuniform thermal expansion in

semi-infinite solid is of considerable practical importance as w
as being a basic problem of thermoelasticity~@1,2#!. Another
widely occurring issue is stress due to a coherently misfitting
clusion, which can be treated in the same way provided that
elastic constants are identical in the inclusion and its surrou
ings. Semiconductor technology provides plentiful examples
inclusions. Selective oxidation is an important aspect of comp
mentary metal-oxide semiconductor~CMOS! technology where
stress arises from the mismatch between silicon and its oxide
isolation trench of rectangular cross section~@3,4#! being one ge-
ometry. Most advanced III–V devices are pseudomorphic, c
taining mismatched active regions~@5,6#!. The composition of
nominally uniform layers may fluctuate both laterally~@7,8#! and
normal to the layers~@9,10#!. In particular, there is great interest i
the elastic field around both wires~@11–13#! and dots~@14–18#!.
A direct approach for investigating this strain is scanning pro
microscopy of a surface cleaved through the structure~@10,19#!.
The results should be compared with a solution of the elastic fi
in a semi-infinite solid, rather than the infinite solid that is used
most calculations and which is appropriate for the structure be
cleavage.

Several approaches have been used for an analytical solutio
the thermoelastic problem in a semi-infinite solid. Chiu@20,21#
solved the problem of a rectangular parallelepiped by using
method of images to satisfy most of the boundary conditions
the free surface and adding a further elastic field to satisfy
remainder. He considered a more general initial strain but
solution is cumbersome. Glas@7,8# used the same general a
proach for the pure thermoelastic problem with much more tr
table results, which were applied to the rectangular parallelep
and a step. The basic problem is the elastic field of a cente
dilatation, which was solved by Mindlin and Cheng@22,23# and
Sen@24#. The former solution is particularly attractive because

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Apr. 1
2002; final revision, Jan. 21, 2003. Associate Editor: J. R. Barber. Discussion o
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California—Sa
Barbara, Santa Barbara, CA 93106-5070, and will be accepted until
months after final publication of the paper itself in the ASME JOURNAL OFAPPLIED
MECHANICS.
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can be written in terms of the thermoelastic potential in aninfinite
solid ~@25#!. Unfortunately the potential itself tends to be difficu
to calculate.

In this paper Mindlin and Cheng’s solution is developed
show that the elastic quantities for the semi-infinite solid can
written in terms of those for the infinite solid and their derivativ
normal to the surface. For example, the displacement in the s
infinite solid follows directly from the displacement and strains
the infinite solid, which are usually easier to calculate than
potential. There is a remarkably simple result for the surface its
The displacement has the same form as the equivalent plane
infinite solid, increased by a factor of 4~12n!, wheren is Pois-
son’s ratio. The strains at the surface follow trivially from th
result and the absence of traction. A simple result for the cha
in volume also follows and can be used to deduce the volume
buried inclusion. The example of a buried rectangular region w
be considered in some detail, including the limit of a semi-infin
slab, because of its numerous applications.

2 Theory
Consider the half spacez>0 where the planez50 is free of

traction. Stress may arise from the linear thermal expans
aT(r ) of a region within this half space relative to its surroun
ings. Alternatively,aT(r ) may be replaced by the linear fraction
mismatch«0(r ) for an inclusion and this terminology will be use
henceforth. Some examples are shown in Fig. 1, either comple
buried or exposed on the free surface. The displacement
strains are measured with respect to the unheated state o
surroundings of the inclusion; the misfit«0(r ) should be sub-
tracted inside an inclusion from the tensile strains calculated h
if they are to be measured with respect to the natural state of
local material. It is assumed that the elastic response is linear
isotropic with the same constants everywhere, and piezoele
effects are neglected.

2.1 Infinite Solid. For the same inclusion in aninfinite
solid, Goodier@25,26# showed that the displacementu(`)(r ) can
be written as 4pu(`)52“w where the potentialw obeys Pois-
son’s equation,

¹2w524p
11n

12n
«0524p«~`!. (1)

The usual integral solution is

2,
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nt of
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w~r !5
11n

12n E «0~r 8!d3r 8
ur2r 8u

. (2)

This integral is performed over the region where«0(r 8)Þ0,
which must lie in the half spacez>0. In the case of an inclusion
that has been fractured by the surface~Fig. 1~b!!, only the region
that remains inside the body must be included.

This elastic field has some simple properties because it is
rived from a scalar potential.

1. The dilatation« (`) is proportional to thelocal value of«0 as
shown in Eq.~1!. It therefore vanishes outside the inclusion. Th
includes the regionz,0, which means that¹2w50 for z,0.

2. The derivatives of the displacement are symmetric, so
]ux

(`)/]y5(21/4p)]2w/]x]y5]uy
(`)/]x for example.

3. Derivatives of the strain can similarly be rewritten, such
]«xx

(`)/]y5(21/4p)]3w/]x2]y5]«xy
(`)/]x.

These properties will be used to simplify the results for the se
infinite solid.

2.2 Semi-Infinite Solid. Mindlin and Cheng @22,23#
showed that the displacementu~r ! in the semi-infinite regionz
>0 with a free surface atz50 can be written in the form

4pu52“w2“2w2 . (3)

Herew is the potential for the infinite system, defined in the p
vious section. The second potentialw2 is equal tow evaluated at
the mirror image of the point in the planez50. Thusw2(x,y,z)
5w(x,y,2z)[w̄(x,y,z), where the bar denotes that the sign oz
is changed. Finally, the second vector operator is defined by

“25~324n!“12“z
]

]z
24~12n!k̂¹2z, (4)

wherek̂ is a unit vector in thez direction.
The first step is to simplify“2 using the property that¹2w̄

50 in the region of interest~property 1 above!. This gives
¹2zw̄52]w̄/]z. The middle term can also be reordered usi
“z5z“1 k̂. Regrouping terms gives

“2w̄5~324n!S ]

]x
,

]

]y
,2

]

]zD w̄12z
]

]z
“w̄. (5)

The first term resembles a ‘‘twinned gradient’’~@27#!.
The derivatives can now be expressed in terms ofū(`). This is

defined in the same way as the potential by the displacement a
image point,ū(`)(x,y,z)5u(`)(x,y,2z). Note that this isnot the
same as the mirror image of the displacement itself, which wo
entail a change in sign of the component alongz. Care is needed
with the signs when derivatives ofz are taken; ūx

(`)

5(21/4p)]w̄/]x but the changed sign ofz in w̄ means that
ūz

(`)5(11/4p)]w̄/]z. The displacement within the semi-infinit
region is thus found to be

u5u~`!1~324n!ū~`!12z
]

]z
~ ūx

~`! ,ūy
~`! ,2ūz

~`!! (6)

5u~`!1~324n!ū~`!22z~ «̄xz
~`! ,«̄yz

~`! ,2 «̄zz
~`!!. (7)

Fig. 1 Inclusions „dark gray … within the half space zÌ0 „light
gray …. Inclusions may be „a… fully buried or „b… exposed on the
surface, and „c… shows a semi-infinite slab.
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The second expression is written in terms of the strains at
image point, which are defined in the same way as the o
functions. This is the central result of this paper, and shows
the displacement in the semi-infinite solid follows directly fro
the displacement in the infinite solid and its derivative normal
the surface.

2.3 Distortion of Free Surface. The distortion of the free
surface follows by settingz50 in Eq. ~7!. The term with the
strains vanishes, the plain and barred displacements in the infi
region coincide on this plane, and the displacement of the sur
is therefore

u~x,y,0!54~12n!u~`!~x,y,0!. (8)

Thus the displacement of the free surface is given by that of
same plane within an infinite medium, increased by a factor
4~12n!. This factor is greater than 2~except forn51/2!, a curious
feature that will be discussed in Sec. 4.1. The strains in the p
of the surface,«xx , «xy , and«yy , are related to those in an infi
nite sample by the same factor. The slope of the surface is

]uz

]x
54~12n!

]uz
~`!

]x
54~12n!«xz

~`!~x,y,0!, (9)

with a similar result for]uz /]y. These results contain the she
strain in theinfinite region; the corresponding strains at the su
face of the semi-infinite region vanish because there is no tract
The remaining strain,«̇zz, follows from the absence of traction
and the stress-strain relations for thermoelasticity. These take
usual form

E~«xx2«0!5sxx2n~syy1szz! (10)

and permutations, whereE is Young’s modulus. The result is

«zz~x,y,0!54n«zz
~`!1~124n!«~`!. (11)

Finally, addition of these strains shows that the dilatation on
surface is

«~x,y,0!5~528n!«~`!24~122n!«zz
~`! . (12)

There would be no dilatation in the infinite region if the plane
the surface lay outside the inclusion, but this is not true at
surface of the semi-infinite region because of the second term

2.4 Strain. Expressions for the components of the stra
throughout the regionz>0 can be derived by differentiation o
the displacement in Eq.~7!. The results are

«xx5«xx
~`!1~324n!«̄xx

~`!12z
]«̄xx

~`!

]z
, (13)

«zz5«zz
~`!2~124n!«̄zz

~`!12z
]«̄zz

~`!

]z
, (14)

«xz5«xz
~`!2 «̄xz

~`!22z
]«̄xz

~`!

]z
, (15)

«5«~`!24~122n!«̄zz
~`! . (16)

Of the other strains,«xy and«yy follow the same pattern as«xx ,
and «yz has the same form as«xz . The freedom to interchange
derivatives and subscripts on the strain in an infinite region~prop-
erty 3 above! has been used so that all derivatives are taken w
respect toz. The result for the dilatation is simpler because«̄ (`)

50. This expression shows clearly that a dilatation of24(1
22n) «̄zz

(`) arises from the influence of the surface. Thus the d
tation no longer vanishes outside the inclusion, nor is it cons
within an inclusion of constant mismatch.

These values of the strain should agree at the free surface
those given previously. This is straightforward to confirm for«xx
and other components in thexy plane. It is also clear that«xz
Transactions of the ASME
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5«yz50 whenz50, which ensures the absence of shear tract
Care is needed for«zz, however, if the inclusion is exposed on th
surface~Fig. 1~b!!. In this case«zz

(`) should be the limiting value
as z→0 inside the inclusion, while«̄zz

(`) always liesoutsidethe
inclusion. These two values differ by

«̄zz
~`!~x,y,0!5«zz

~`!~x,y,0!2«~`!, (17)

where« (`)5@(11n)/(12n)#«0 from Eq.~1!. Thus Eqs.~11! and
~14! are consistent for the normal strain on the surface, which
also be written as

«zz~x,y,0!54n«̄zz
~`!1«~`!. (18)

This expression is useful because it is often easier to easie
calculate the elastic field of the infinite system outside the inc
sion. Likewise, Eqs.~12! and~16! are consistent for the dilatatio
on the surface.

2.5 Stress. Similar expressions can be derived for comp
nents of the stress in terms of those for the same inclusion in
infinite region. The results are simplified by using relations of
form sxx

(`)52G(«xx
(`)2« (`)) for the thermoelastic field in an infi

nite region, whereG5E/2(11n) is the shear modulus. This lead
to

sxx5sxx
~`!1~324n!s̄xx

~`!24ns̄zz
~`!12z

]s̄xx
~`!

]z
, (19)

szz5szz
~`!2s̄zz

~`!12z
]s̄zz

~`!

]z
, (20)

sxy5sxy
~`!1~324n!s̄xy

~`!12z
]s̄xy

~`!

]z
, (21)

sxz5sxz
~`!2s̄xz

~`!22z
]s̄xz

~`!

]z
. (22)

The expression forsyy is similar to that forsxx andsyz is similar
to sxz . Addition shows that the sum of the normal stresses,Q
5sxx1syy1szz, is

Q5Q~`!24~11n!s̄zz
~`! . (23)

As in the case of the dilatation,Q would vanish outside an inclu
sion in an infinite region but the surface causes the second ter
appear.

Care is again needed at the free surface of an exposed inclu
because of a possible discontinuity insxx

(`) , given by

s̄xx
~`!5sxx

~`!2
1

2
Q~`!5sxx

~`!1
E«0

12n
. (24)

There is a similar expression fors̄yy
(`) . The stresses on the surfac

are thus found to be

sxx~x,y,0!54~12n!sxx
~`!24nszz

~`!2
1

2
~324n!Q~`!

54~12n!s̄xx
~`!24ns̄zz

~`!2
E«0

12n
, (25)

sxy~x,y,0!54~12n!sxy
~`! , (26)

Q~x,y,0!5Q~`!24~11n!szz
~`!52

2E«0

12n
24~11n!s̄zz

~`! .

(27)

The expression forsyy is similar to that forsxx while sxz5syz
5szz50 because of the absence of traction.
Journal of Applied Mechanics
on.
e

an

r to
lu-

o-
an

he

s

to

sion

e

3 Center of Dilatation
To verify the above results, consider a center of dilatation

cated at r05(0,0,c) with «0(r )5Sd(r2r0). The potential is
given by the solution of Eq.~1!,

w~r !5
11n

12n

S

R1
, (28)

where R1
25ur2r0u25x21y21(z2c)2. The displacement in an

infinite region and that at the image point are

u~`!5
11n

12n

S

4p

~x,y,z2c!

R1
3

, (29)

ū~`!5
11n

12n

S

4p

~x,y,2z2c!

R2
3

, (30)

whereR2
25x21y21(z1c)2. The corresponding strains are give

by expressions of the form

«zz
~`!5

11n

12n

S

4p F 1

R2
3
2

3~z2c!2

R1
5 G , (31)

«xz
~`!5

11n

12n

S

4p

23x~z2c!

R1
5

. (32)

Again the barred strains are obtained by changing the signz
and writing R2 instead ofR1 . The displacement in the sem
infinite region can then be obtained from Eq.~7!, using the dis-
placement and strains above for the infinite region, which giv

ux5
11n

12n

S

4p F x

R1
3

1~324n!
x

R2
3
2

6xz~z1c!

R2
5 G , (33)

uz5
11n

12n

S

4p Fz2c

R1
3

2~324n!
z1c

R2
3

1
2z

R2
3
2

6z~z1c!2

R2
5 G .

(34)

This agrees with Mindlin and Cheng@23#, Sen@24#, and Hu@3#.
The displacement at the surface reduces to

u~x,y,0!5
~11n!S

p

~x,y,2c!

~x21y21c2!3/2
. (35)

A more direct derivation of this result was given by Barber@28#,
who used potential functions~@29#! rather than the Galerkin vec
tor. Comparison with the result for an infinite region, Eq.~29!, at
z50 confirms that the displacement of the surface of the se
infinite region is larger by a factor of 4~12n!, in agreement with
Eq. ~8!.

3.1 Total Change in Volume. The total change in volume
V due to distortion of the free surface is given by integration
the displacement alongz in Eq. ~35! over the planez50. This
gives dV52(11n)S, which is independent of the depth of th
center of dilatation. The result for an extended inclusion is the
fore ~@28#!

DV5
2

3
~11n!E 3«0~r !d3r . (36)

The integral without the prefactor is the change in volume if t
inclusion could expand freely, and it is known that a bound
body containing an inclusion expands by the same amo
~@30,31#!. The additional factor of 2~11n!/3 applies to the surface
of a semi-infinite body and shows that this change in volume
smaller except in the case of an incompressible medium w
n51/2.
SEPTEMBER 2003, Vol. 70 Õ 657
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4 Examples

4.1 Rectangular Inclusion. Consider first a rectangula
‘‘wire’’ of constant misfit «0 , parallel to the surface, of infinite
extent alongy, with cross sectionL,x,R, B,z,T where B
>0. Particular geometries are shown in Fig. 2. Its elastic field
an infinite region was one of the first examples solved using
thermoelastic potential~@25,26#!. The elastic quantities can b
written as sums of the form

w~x,z!5 f w~x2L,z2B!2 f w~x2L,z2T!2 f w~x2R,z2B!

1 f w~x2R,z2T!, (37)

where for the potential

f w~x,z!52
11n

12n
«0Fxz log~x21z2!23xz1x2 arctan

z

x

1z2 arctan
x

zG . (38)

The arctangents are principal values, which leads to singular
at the edges of the wire. Sums of the same form as Eq.~37! over
the following functions giveux

(`) , «xx
(`) , and«xz

(`) :

f x~x,z!5
11n

12n

«0

4p Fz ln~x21z2!12x arctan
z

xG , (39)

f xx~x,z!5
11n

12n

«0

2p
arctan

z

x
, (40)

f xz~x,z!5
11n

12n

«0

4p
ln~x21z2!. (41)

There are similar expressions foruz
(`) and «zz

(`) , and the tensile
strains can be visualized in terms of angles subtended by
edges of the wire~@25,26#!.

The elastic field for the wire in a semi-infinite medium can no
be deduced using the results in Sec. 2. For example, the no
displacement of the free surface is given by Eq.~8! as

Fig. 2 Displacement of a semi-infinite region due to rectangu-
lar wires with «0Ä1, nÄ1Õ3, width 10 units, and thickness 1 unit.
Wire „a… is buried to a depth of 1 unit while wire „b… meets the
surface. Light gray shows the region zÌ0 and dark gray shows
the wire before the surroundings are strained. Thick lines show
the displacement of the surface and of planes that define the
edge of the wire with thin lines for their original positions.
658 Õ Vol. 70, SEPTEMBER 2003
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2uz~x,0!5
~11n!«0

p F ~x2L !ln
~x2L !21T2

~x2L !21B2

2~x2R!ln
~x2R!21T2

~x2R!21B2
12TS arctan

x2L

T

2arctan
x2R

T D22BS arctan
x2L

B
2arctan

x2R

B D G .

(42)

There is no complication if the inclusion reaches the surface
B50. It is possible to measure this displacement with a scann
probe such as an atomic force microscope for submicron st
tures~@10,19#! or a stylus for larger structures, and this approa
has been used to characterize waveguides induced by irradi
of silica ~@32#!. The displacement of the surface near the middle
a wide, thin, shallow wire with (R2L)@T reduces to

2uz52~11n!«0~T2B!. (43)

A more physical derivation of this will be given shortly.
Figure 2 shows the displacement around two grossly misfitt

wires. There is severe distortion around the corners of the w
where the shear strain diverges logarithmically~Eq. ~41!!. A sur-
prising result is that the deeper edge of the wire is displa
towards the surface, which is particularly clear in the wire at
surface shown in Fig. 2~b!. This increases the displacement of th
surface and can be understood as follows for a wide, thin, sha
wire ~@28#!.

Consider first a wire in an infinite region. The material on eith
side constrains the wire so that«xx5«yy50, while its thin shape
allows relaxation so thatszz50 away from the narrow edges
This gives«zz5@(11n)/(12n)#«0 , which pushes out the wide
faces of the wire by

uz
~`!56

1

2

11n

12n
«0~T2B!. (44)

Now suppose that there is a free surface close to the wire a
Figs. 2~a! or ~b!. A thin layer between the wire and the free su
face will be unstrained and have no effect on the argument.
general result in Eq.~8! for the displacement of the surface show
that the relaxation given by Eq.~44! is enhanced by a factor o
4~12n!. The outcome is consistent both with the result alrea
derived, Eq.~43!, and with the change in volume given by E
~36!. However, the obvious approach is to argue that the displa
ment in Eq.~44! will be directed entirely toward the free surfac
instead of equally on either side. The surface is therefore pus
outward by

2uz
~1!5

11n

12n
«0~T2B!. (45)

This is less than the correct result in Eq.~43! because the ‘‘am-
plification factor’’ 4~12n!.2.

The extra displacement arises from the effect of the inclus
on its surroundings~@28#!. The constraint«xx5«yy50 induces a
compressive stress within the wire,sxx52E«0 /(12n). This in
turn gives rise to an outward force per unit length ofF̄5
2sxx(T2B) at each end. For a shallow wire these can be trea
as tangential~Flamant! line forces on the surface, which caus
the surface between them to swell outward by~@33#!

2uz
~2!5

~122n!~11n!F̄

E
5

~122n!~11n!

12n
«0~T2B!.

(46)

This pulls the deeper edge of the wire toward the surface, a
Fig. 2, and brings the total expansionuz

(1)1uz
(2) into agreement
Transactions of the ASME
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with Eq. ~43!. The line forces also provide a good approximati
to the elastic field outside a thin, shallow wire, particularly at lar
distances.

4.2 Surface Cleaved Through Infinite Slab. A useful limit
is obtained by settingB50 andT→`. This describes a sampl
with a uniform misfitting slab such as a quantum well as shown
Fig. 1~c!, which has been cleaved perpendicular to the layer. T
is a standard method of preparing specimens for scanning p
microscopy. For convenience setL52a andR51a for a slab of
width 2a centered on the origin. A difficulty arises in taking th
limit of Eq. ~42! for the normal displacement of the surface b
cause a term diverges as lnT; it does not depend onx and will be
written as a constant2C. The displacement is then

2uz~x,0!5C2
2~11n!«0

p F ~x1a!lnUx1a

a U2~x2a!lnUx2a

a UG .
(47)

The surface is unstrained~but distorted!! outside the misfitting
layer. Within the layer,uxu,a, the strains are constant and give
by

«xx~x,0!52~11n!«0 , (48)

«zz~x,0!5
~11n!~122n!

12n
«0 , (49)

«~x,0!5
~11n!~324n!

12n
«0 . (50)

These results can also be obtained directly by the strain supp
sion method because of the simple geometry~@34#!.

4.3 Other Geometries. It is often the case that the inclusio
had a highly symmetric shape when it was embedded in an infi
region, but this symmetry is destroyed when the sample is redu
to a semi-infinite region. An example is shown in Fig. 1~b!, where
an ellipsoidal inclusion has been cut on a plane through its p
axis. The elastic field around an ellipsoid in an infinite region
well known ~@35#!, but that of a half ellipsoid is much more com
plicated. However, the displacement and strain in the plane of
free surface can be deduced from the results from the symm
inclusion in an infinite region provided that the surface pas
through a mirror plane. The displacement within this plane is s
ply half that of the symmetric body and Eq.~8! is replaced by

ux~x,y,0!52~12n!ux
~sym!~x,y,0!, (51)

whereu(sym) is the displacement due to the full, symmetric incl
sion in an infinite region. There are similar relations foruy , «xx ,
«yy , and «xy at the surface, while«zz can be found from the
thermoelastic stress-strain relations. Unfortunately the normal
tortionuz , which is the easiest to measure, cannot be obtained
way.

These results can be used to check the calculations for a s
infinite slab in Sec. 4.2. Takex as the normal to the slab in a
infinite region, in which case«yy

(`)5«zz
(`)50 and sxx

(`)50. This
leads to«xx

(`)5@(11n)/(12n)#«0 within the slab. There is no
stress or strain outside. It follows from Eq.~51! that the strain on
the surface of the semi-infinite body should be«xx52(11n)«0
within the slab and zero elsewhere, in agreement with Eq.~48!.

This approach can also be applied to cross-sectional scan
tunneling microscopy of quantum dots~@19#! by modeling them as
oblate ellipsoids of revolution about thex axis. The dots were
inclusions of InAs in GaAs, about 4 nm high and 26 nm acro
with a mismatch«057%. The strains within an ellipsoid are con
stant ~@35#! and these values lead to«xx

(`)511% within the dot.
According to Eq.~51! this rises to 16% on an exposed surfac
taking n50.3. This strain is measured with respect to the s
roundings~GaAs!; subtracting«0 gives a strain of 9% with re-
spect to the dot itself~InAs!. The measurements~@19#! gave a
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lower value of around 6%. Many factors could contribute to t
discrepancy: the shape of the dot may not be ellipsoidal and
cleavage plane may not be through its center; the compos
may not be pure InAs; the elastic properties have cubic symm
rather than being isotropic; and the elastic response may be
linear at such high strain.

The elastic field due to a misfitting rectangular parallelepiped
a semi-infinite solid can be solved in a similar way to the re
angle, starting from the effect in an infinite region~@2,36#!; results
will not be given because this problem has been solved dire
~@2,3,8,21#!. An ellipsoid in a semi-infinite solid~@37#! could be
treated in a similar way using the field of a free ellipsoid~@35#!.
Quantum dots are often assumed to be pyramidal and the el
field around such a dot near a surface~@38#! could be deduced
from the results for a pyramid in an infinite region~@17,39#!. The
strain on the surface is of particular importance because it enc
ages successive dots to grow in correlated stacks~@40#!.

5 Conclusions
It has been shown that the elastic field due to a cohere

misfitting inclusion or nonuniform temperature in a semi-infin
region can be derived in a straightforward way from the cor
sponding field in an infinite region. This follows from Mindlin an
Cheng’s approach~@23#! but it is not necessary to calculate th
thermoelastic potential itself, which is usually more difficult tha
the strain or displacement. The displacement of the free surfac
enhanced by a factor of 4~12n! over that of the equivalent plan
in an infinite region. Part of this enhancement arises because
inclusion is less contained in its outward expansion but the
maining effect is more subtle and is due to distortion of the s
roundings, which pushes the inclusion toward the surface~@28#!.
Results for the center of dilatation agree with previous work a
yield a useful relation for the total change in volume due to d
tortion of the surface by the inclusion. A rectangular inclusion w
described in detail because it has many applications, including
limit of a semi-infinite slab.
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Boundary Integral Equation
Formulation in Generalized
Linear Thermo-Viscoelasticity
With Rheological Volume
A general model of generalized linear thermo-viscoelasticity for isotropic materia
established taking into consideration the rheological properties of the volume. The g
model is applicable to three generalized theories of thermoelasticity: the genera
theory with one (Lord-Shulman theory) or with two relaxation times (Green-Lind
theory) and with dual phase-lag (Chandrasekharaiah-Tzou theory) as well as to
dynamic coupled theory. The cases of thermo-viscoelasticity of Kelvin-Voigt mod
thermoviscoelasticity ignoring the rheological properties of the volume can be obta
from the given model. The equations of the corresponding thermoelasticity theories
from the given model as special cases. A formulation of the boundary integral equ
(BIE) method, fundamental solutions of the corresponding differential equations are
tained and an example illustrating the BIE formulation is given.
@DOI: 10.1115/1.1607354#
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Introduction
The linear viscoelasticity remains an important area of resea

not only due the advent and use of polymers, but also beca
most solids when subjected to dynamic loading exhibit visc
effects~see, e.g., Fredudenthal@1#!. The stress-strain law for man
materials such as polycrystalline metals and high polymers ca
approximated by the linear viscoelasticity theory,@2#. Many works
were devoted to the viscoelasticity and thermoviscoelasticity th
ries, e.g., Bland@3#, Gurtin and Sternberg@4#, Christensen@5#, and
Ilioushin and Pobedria@6#. Results of important experiments de
termining the mechanical properties of viscoelastic materials
included in Koltunov’s work,@7#. The association and exploitatio
of integral equations with viscoelasticity have been given
Rabotnov@8# and Gurtin and Sternberg@4#. Most investigations in
thermal viscoelasticity are ignoring the relaxation effects of
volume, although the rheological behavior of the volume in po
mers is confirmed experimentally in the work by Kovacs@9#.

Biot @10# formulated the theory of coupled thermoelasticity
eliminate the paradox inherent in the classical uncoupled the
that elastic changes have no effect on the temperature. The
equations for both theories of the diffusion type predicting infin
speeds of propagation for heat waves contrary to physical ob
vations. Five generalizations to the coupled theory were in
duced. The first is due to Lord and Shulman@11# who introduced
the theory of generalized thermoelasticity with one relaxation ti
by postulating a new law of heat conduction to replace the c
sical Fourier’s law. This law contains the heat flux vector as w
as its time derivative. It contains also a new constant that act
relaxation time. The heat equation of this theory is of the wa
type, ensuring finite speeds of propagation for heat and ela
waves. The remaining governing equations for this theo
namely, the equations of motion and the constitutive relations
main the same as those for the coupled and the uncoupled

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Feb. 1
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Mechanical and Environmental Engineering University of California–Santa Barb
Santa Barbara, CA 93106-5070, and will be accepted until four months after
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ries. The second generalization to the coupled theory of th
moelasticity is known as the generalized theory with tw
relaxation times. Muller@12# proposed an entropy production in
equality, with the help of which he considered restrictions on
class of constitutive equations. A generalized of this inequa
was given by Green and Laws@13#, Green and Lindsay@14#, and
Suhubi @15#. The third generalization to the coupled theory
known as the dual-phase-lag thermoelasticity, proposed by C
drasekharaiah and Tzou@16,17# ~C-T theory!, in which the Fourier
law is replaced by an approximation to a modification of the Fo
rier law with two different translations for the heat flux and th
temperature gradient. One can refer to Ignaczak@18# for a review,
presentation of the two generalizations L-S and G-L theories
some important results obtained under these two theories of t
moelasticity, and to Hetnarski and Ignaczak@19# for a review and
presentation of five generalized theories of thermoelasticity.

The boundary integral equation method~BIEM! has been ap-
plied successfully to many branches of physics, applied ma
ematics and engineering sciences, due to its efficiency and ea
implementation compared with the other numerical methods.
plications in thermal stress problems were given by Cruse
Rizzo @20#, Rizzo and Shippy@21#, Banerjee and Butterfield@22#,
Brebbia et al.@23#, and Ziegler and Irschik@24#. Sladek and
Sladek @25# set up the BIE formulation for the coupled the
moelasticity. A treatment of scalar and vector potential theory
rected towards the BIE formulation and description of numeri
dealing with these equations, are given by Jaswon and Sy
@26#.

The present work consists of the introduction, general ma
ematical model, the formulation of the problem in Laplace tra
form domain; the fundamental solutions in Laplace transform
main and the BIE formulation for the given model. An initia
mixed boundary value problem is considered as an exam
illustrating the BIE formulation.

The Mathematical Model
Assuming a linear thermoviscoelastic material occupies a re

lar region D with a smooth boundary surface B in the thre
dimensional Euclidian space. The material is assumed to be
tropic. Through this paper a rectangular coordinate sys
(x1 ,x2 ,x3) is employed.x̄ is the position vector andt the time. All

9,
the
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the functions are, considered to be functions of (x̄,t), defined on
D̄(5DøB)3@0,̀ ). A superposed dot denotes differentiatio
with respect to time, while a comma denotes partial differentiat
with respect to the space variablesxi . The summation notation is
used. The nonrheological properties of the material are assu
temperature-independent and time-independent, therefore the
stitutive equations are of convolution type,@8#.

The system of governing equations for the linear thermov
coelastic solid consists of the following:

The equations of motion on D3(0,̀ ):

s j i , j1rFi5rüi . (1)

The constitutive equations on D3@0,̀ ), @4,6#:

Si j 5R̆G~ei j !, s5R̆K~e23aTT̂!, (2)

where

Si j 5s i j 2sd i j , ei j 5« i j 2
e

3
d i j , s5

skk

3
,

« i j 5
1

2
~ui , j1uj ,i !. (3)

Substituting from Eqs.~3! into Eqs.~2! we obtain

s i j 5sd i j 1R̆GS « i j 2
e

3
d i j D . (4)

Equation~1! together with Eq.~4! reduces to

r~ üi2Fi !5R̆GS ¹2ui

2
1

e,i

6 D1R̆K~e,i23aTT̂,i !. (5)

The generalized heat conduction equation on D3(0,̀ ):

kS 11t1

]

]t DT,i i 5rCE~ Ṫ1t0T̈1t2
2T̂!13T0aTR̆K

3~ ė1n0t0ë1t2
2ê!2~Q1n0t0Q̇1t2

2Q̈!.

(6)

The operatorR̆a( f ), (a5G,K) is defined for any functionf ( x̄,t),
of class C1, as

R̆a~ f !5R̆a~ f ~ x̄,t !!5E
0

t

Ra~ t2t!
] f ~ x̄,t!

]t
dt, ~a5G,K !

(7)

whereRG(t) and RK(t) are two relaxation functions~shear and
bulk viscoelasticity moduli! The present formulation are valid fo
any, positive monotonic decreasing, relaxation functions, sati
ing the conditions,@5#,

RG~ t !.0, RK~ t !.0, 3RK~ t !2RG~ t !.0 (8)

and the nonretroactivity conditions,@2,27#,

Ra~ t !50;tP~2`,0!, ~a5G,K !. (9)

Equations~5! and ~6! are thefield equations, ~on D3(0,̀ )), of
the generalized linear thermo-viscoelasticity, valid for infinite
mal temperature deviations from the reference temperatureT0 ,
@5,28#, applicable to the coupled theory, three generalizations,
to several special cases as follows:
662 Õ Vol. 70, SEPTEMBER 2003
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1. the equations of the coupled linear thermoviscoelastic
when

t15t25t05n50. (10)
2. the equations of the generalized linear thermoviscoelasti

with one relaxation time~L-S theory!, when

n051, t15t25n50, t0.0 (11)
wheret0 is relaxation time.

3. the equations of the generalized linear thermoviscoelasti
with two relaxation times~G-L theory!, when

n050, t15t250, n>t0.0, (12)
wheren andt0 are two relaxation times.

4. the equations of the generalized linear thermoviscoelasti
with dual-phase-lag~C-T theory!, when

n051, t15tu.0, t05tq.0, t2
25

1

2
tq

2, n50,

tq>tu.0. (13)
5. the equations of the generalized linear thermoviscoelasti

of Kelvin-Voigt model,@29#, can be obtained from the abov
Eqs. ~2! and ~4!–~6! replacing the operatorsR̆G( f ) and
R̆K( f ) by the operators

RG
~v!~f~x̄,t!!52mS11lv

]

]tDf~x̄,t! and

RK
~v!~f~x̄,t!!5KS11lv

]

]tDf~x̄,t!

respectively, wherelv.0 is the retardation period of
Kelvin-Voigt model, @29#.

6. the equations of the generalized linear thermoelasticity
be obtained from Eqs.~2! and ~4!–~6! replacing the opera-
tors R̆G( f ) and R̆K( f ) by 2m f ( x̄,t) and K f ( x̄,t), respec-
tively.

7. the corresponding equations of the generalized linear t
moviscoelasticity ignoring the rheological volume properti
~the bulk viscoelasticity! can be obtained from Eqs.~2! and
~4!–~6! replacing the operatorR̆K( f ) by K f ( x̄,t).

Let us introduce the following nondimensional variables:

xi* 5C0h0xi ; ui* 5C0h0ui ; t* 5C0
2h0t;

t0* 5C0
2h0t0 ; n* 5C0

2h0n

t1* 5C0
2h0t1 ; t2* 5C0

2h0t2 ; tu* 5C0
2h0tu ;

tq* 5C0
2h0tq ; Fi* 5

Fi

C0
3h0

; Q* 5
gQ

krC0
4h0

2
;

u5
g~T2T0!

rC0
2

; T05
rC0

2d0

g
5

d0

3aT
; Q̂5Q1nQ̇;

s i j* 5
s i j

K
; RG* 5

2

3K
RG ; RK* 5

RK

K
.

The nondimensional positive constantd0 is introduced to specify
the value ofT0 considered. In terms of these nondimensional va
ables, Eqs.~2!, take the form~dropping the asterisks!
Transactions of the ASME
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of
s5R̆K~e2Q̂!, s i j 5sd i j 1
3

2
R̆GS « i j 2

e

3
d i j D , s j i , j5üi2F.

(14)

The field Eqs.~5! and ~6! take the form

üi2Fi5
1

4
R̆G~3¹2ui1e,i !1R̆K~e,i2Q̂,i ! (15)

S 11t1

]

]t DQ ,i i 5~Q̇1t0Q̈1t2
2Q̂!1«R̆K~ ė1n0t0ë1t2

2ê!

2~Q1n0t0Q̇1t2
2Q̈!. (16)

The system of Eqs.~5! and ~6! is completed by the initial and
boundary conditions.

The initial conditions will be assumed homogeneous:

ui~ x̄,t !50, Q~ x̄,t !50,
]nui~ x̄,t !

]tn
50,

]nQ~ x̄,t !

]tn
50,

x̄PD̄, t<0, ~n>1!. (17)

The boundary conditions:

s j i nj5 f i~ x̄s ,t ! on Bs3~0,̀ !; ui5gi~ x̄Bu
,t ! on Bu3~0,̀ !

(18)

Q5F~ x̄B1
,t ! on B13~0,̀ !; Q ,n5Q ,ini5G~ x̄B2

,t ! on

B23~0,̀ ! (19)

where the functionsf i , gi , F andG are given functions, equal to
zero whent<0 (Bu ,Bs) and (B1 ,B2) are two partitions of the
boundary surfaceB such that B5BuøBs5B1øB2 , BuùBs
5B1ùB25f, and ni5ni( x̄B) are the components of the oute
normal vector to the surface atx̄B .

The formulation of the Problem in the Laplace Trans-
form Domain

Performing the Laplace transform,@30#, over Eqs.~14!, ~15!,
and ~16!, taking into consideration the homogeneous initial co
ditions ~17!, and omitting the bars, we get

s5sRK~e2v2Q!, s i j 5sd i j 1
3

2
sRGS « i j 2

e

3
d i j D ,

s j i , j5s2ui2F (20)

s2ui2Fi5
3sRG

4
¹2ui1

s~RG14RK!

4
e,i2sRKv2Q ,i , (21)

v3Q ,i i 5sv1Q1«RKs2ve2vQ. (22)

s i j nj5 f i~ x̄B ,s!, x̄BPBs ; ui5gi~ x̄B ,s!, x̄BPBu ;
(23)

Q5F~ x̄B ,s!, x̄BPB1 ; Q ,n5G~ x̄B ,s!, x̄BPB2

where

v511n0t0s1t2
2s2, v1511t0s1t2

2s2, v2511ns,

v3511t1s. (24)

According to the Helmholtz theorem,@31# the displacement and
the body forces can be expressed in the form
Journal of Applied Mechanics
r

n-

ui5V ,i1e i jkCk, j , C i ,i50; Fi5X,i1e i jkYk, j , Yi ,i50
(25)

whereV, X are the scalar potentials andCk , Yk the vector poten-
tials of the vector fieldsui , Fi , respectively. Substituting Eqs
~25! into Eqs.~21! and ~22!, we get

~¹22P1
2!V2mQ52

X

C1
2

, (26)

~¹22P2
2!C i52

Yi

C2
2

, (27)

~¹22m1
2!Q2a¹2V52b0Q, (28)

where

C1
25s~RG1RK!; C2

25
3sRG

4
, Pn5

s

Cn
, ~n51,2! (29)

m5
v0

C1
2

, m1
25

sv1

v3
, a5«s2b0RK , v05sRKv2 ,

b05
v

v3
. (30)

Fundamental Solutions in the Laplace Transform
Domain

We shall consider two cases,@28#,
Case I: An instantaneous source of heat located atxi5yi where

ȳP(DøB), acting upon a viscoelastic body in the absence
body forces, i.e., we assumeQ5d(r )d(t), Fi50 then

L$Q%5d~r !, L$F%50, (31)

where

r 5A~xi2yi !~xi2yi !.

Denoting the corresponding fundamental solutions byu(1), Q (1),
substituting the Laplace transforms from Eqs.~31! in the govern-
ing Eqs.~26!–~28!, using the Helmholtz equation,@32#,

1

¹22k2
@d~r !#52

1

4pr
e2kr, (32)

and introducing the notations

En5~21!n21e2knr , jn5~21!n21S kn1
1

r De2knr ,

Vn53jn1kn
2rEn , C5

mb0

4p~k1
22k1

2!
, (33)

we obtain for an infinite region in view of Eqs.~17!

C i
~1!~r ,s!50, V~1!~r ,s!5

C

r (
1

2

En ,

Q~1!5
C

mr (1

2

~kn
22P1

2!En (34)

wherek1
2, k2

2 are the roots of the characteristic equation

k42~m1
21am1P1

2!k21P1
2m1

250. (35)

From ~34! one obtains
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ui
~1!~ x̄,ȳ,s!52

Cr ,i

r (
1

2

jn , e~1!5
C

r (
1

2

kn
2En ,

« i j 5
C

r 2 (1

2

~r ,i r , jVn2jnd i j !. (36)

The Laplace transform of the traction vector in this case is
tained from Eqs.~20!, ~34!, and ~36!. The expression forQ ,n

(1)

5Q ,i
(1)ni can be obtained from~34!.

Case II: We assume now thatQ50, and an instantaneous con
centrated body forceFi5d( x̄2 ȳ)d(t)d i j is acting at the point
xi5yi where ȳP(DøB), in the direction ofxj -axis. Taking the
Laplace transform ofFi , omitting the bars, we have

Q50, Fi5Fi
~ j !5d i j d~r !. (37)

Sincee i lkYk,l i
( j ) 50 ande iqpX,iq

(J)50, Eq.~37! with the second equa
tion of Eqs. ~25! leads to: ¹2X( j )5(d i j d(r )) ,i , ¹2Yp

( j )

5(e iqpd i j d(r )) ,q from which using Eq.~32!, one obtains

X~ j !52
1

4p S d i j

r D
,i

; Yk
~ j !5

1

4p
e iqkS dq j

r D
,i

. (38)

Substituting from Eqs.~37! and ~38! into the governing Eqs.
~26!–~28!, using Eq.~32! and the notationsb51/4ps2, An5(kn

2

2m1
2)/4pC1

2kn
2(k2

22k1
2), we obtain

V~ j !5
bd i j r ,i

r 2
1

d i j r ,i

r (
1

2

Anjn , (39)

Ck
~ j !5e i jkS br ,i

r 2 D @~11P2r !e2P2r21#. (40)

Substituting Eqs.~39! and ~40! into Eqs.~25! one obtains

ui
~ j !~ x̄,ȳ,s!5

b

r 2
~d i j j r2r ,i r , jVr !1

1

r 2 (1

2

An~d i j jn2r ,i r , jVn!

5ui
~ j !~ ȳ,x̄,s!, (41)

where

j r5S rP2
21P21

1

r De2P2r , Vr5S rP2
213P21

3

r De2P2r .

(42)

Solving Eqs.~26! and ~28! taking into consideration Eqs.~37!,
~38! and using Eq.~32! we get

Q~ j !~ x̄,ȳ,s!5S 2
«sC

v2
D r id i j

r (
1

2

jn5
«s

v2
uj

~1!~ x̄,ȳ,s!. (43)

From Eq.~41! we get

ui ,k
~ j !5

Ri jk*

r 3 S bVr1(
1

2

AnVnD 1
r ,i r , j r ,k

r S (
1

2

Ankn
2jnD

1
~r ,i r , j r ,k2r ,kd i j !

r
Pr (44)

where

Ri jk* 55r ,i r , j r ,k2~r ,kd i j 1r , jdki1r ,id jk!

and

Pr5bP2
2S P21

1

r De2P2r . (45)

The dilatatione( j )5(r ,id i j /r )((1
2Ankn

2jn) results from Eq.~44!.
The Laplace transform of the traction vector in this case is
tained from Eqs.~20!, ~43!, and ~44!. The expression forQ ,n

( j )

5Q ,i
( j )ni can be obtained from~43!.
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Boundary Integral Equations
The dynamic reciprocity theorem for the model given by t

system of Eqs.~20!–~22!, supplemented with the boundary con
ditions ~23! and homogenous initial conditions, in Laplace tran
form domain is,@33#,

«svE
D
Fi

~1!ui
~2!dV1vv2E

D
Q~2!Q~1!dV

1«svF E
Bu

s i j
~1!njgi

~2!dA1E
Bs

f i
~1!ui

~2!dAG
1v2v3F E

B1

F~1!Q ,n
~2!dA1E

B2

G~2!Q~1!dAG5S21
12

(46)

whereS21
12 indicates the same expression as on the left-hand

except that superscripts~1! and ~2! are interchanged,@2#.
To obtain the integral representation of the transformed te

perature and displacement inside a bounded regionD in terms of
the prescribedQ, Q ,n , f i5s j i nj and ui on the surfaceB, the
Green functionsui

(1) , Q (1), ui
( j ) , Q ( j ), in infinite region and their

valuesgi
(1) , f i

(1) , F (1), G(1), gi
( j ) , f i

( j ) , F ( j ), and G( j ) on the
same surface B, we substitute in Eq.~46! in view of Eqs.~23!, the
instantaneous heat sourceQ(1)5d( x̄2 ȳ), Fi

(1)50, and the corre-
sponding solutionu(1) andQ (1) we get

v2vD~ x̄!Q~ x̄,s!5v2vE
D
QQ~1!dV2«svE

D
Fiui

~1!dV

1v2v3F E
B1

Q ,nF~1!dA1E
B2

GQ~1!dAG
1«svF E

Bs

f i
~1!uidA1E

Bu

s i j
~1!njgidAG

2S (
~1!0

0~1!

P4TD (47)

where (( (1)0
0(1)P4T) indicates the same expression as the preced

four terms except that the superscript~1! is written above the
other function in every integrand of the surface integrals and

E
D
d~ x̄2 ȳ!dV~ ȳ!5D~ x̄!55

1 x̄PD

0 x̄¹~DøB!

1

2
x̄PB

. (48)

Secondly, we takeFi
( j )5d i j d( x̄2 ȳ), Q( j )50, and the corre-

sponding Green functionsui
( j ) , Q ( j ) we get

«svD~ x̄!uj~ x̄,s!52v2vE
D
QQ~ j !dV1«svE

D
Fiui

~ j !dV

1v2v3F E
B1

Q ,n
~ j !FdA1E

B2

G~ j !QdAG
1«svF E

Bs

f iui
~ j !dA1«svE

Bu

s iknkgi
~ j !dAG

2(
~ j !0

0~ j !

P4T. (49)

Taking into consideration Eqs.~10!–~13! we get for all the con-
sidered generalized theoriesnt15nt25nn0t050, and therefore
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vv25~11n2s1t2
2s2!, v2v35~11n1s!, n15~n1t1!,

n25~n1n0t0!. (50)

The inversion,@30#, of Eq. ~47! in view leads to
Journal of Applied Mechanics
D~ x̄!L1~Q~ x̄,t !!5W1~ x̄,t ! (51)

where
W1~ x̄,t !5E
0

tE
D
Q~ ȳ,t2t!L1~Q~1!~ ȳ,x̄,t!!dV~ ȳ!dt2«E

0

tE
D
Fi~ ȳ,t2t!

]L2~ui
~1!~ ȳ,x̄,t!!

]t
dV~ ȳ!dt1«E

0

tE
Bs

ui~ ȳ,t2t!

3
]L2~ f i

~1!~ ȳ,x̄,t!!

]t
dA~ ȳ!dt1«E

0

tE
Bu

gi~ ȳ,t2t!
]L2~s j i

~1!~ ȳ,x̄,t!!

]t
njdA~ ȳ!dt1E

0

tE
B1

Q ,n~ ȳ,t2t!L3~F~1!

3~ ȳ,x̄,t!!dA~ ȳ!dt1E
0

tE
B2

G~ ȳ,t2t!L3~Q~1!~ ȳ,x̄,t!!dA~ ȳ!dt2(
~1!0

0~1!

P4T (52)

L1~ f ~ x̄,t !!5S 11n2

]

]t
1t2

2
]2

]t2D f ~ x̄,t !, L2~ f ~ x̄,t !!5S 11n0t0

]

]t
1t2

2
]2

]t2D f ~ x̄,t !

(53)

L3~ f ~ x̄,t !!5S 11n1

]

]t D f ~ x̄,t !.

The inversion of Eq.~49! leads to

D~ x̄!L2~uj~ x̄,t !!5W2~ x̄,t ! (54)

where

W2~ x̄,t !5«E
0

tE
D
Fi~ ȳ,t2t!L2~ui

~ j !~ ȳ,x̄,t!!dV~ ȳ!dt2E
0

tE
D
Q~ ȳ,t2t!L1* ~Q~ j !~ ȳ,x̄,t!!dV~ ȳ!dt

1E
0

tE
B1

F~ ȳ,t2t!L3* ~Q ,n
~ j !~ ȳ,x̄,t!!dA~ ȳ!dt1E

0

tE
B2

Q~ ȳ,t2t!L3* ~G~ j !~ ȳ,x̄,t!!dA~ ȳ!dt

1«E
0

tE
Bs

f i~ ȳ,t2t!L2~ui
~ j !~ ȳ,x̄,t!!dA~ ȳ!dt1«E

0

tE
Bu

ski~ ȳ,t2t!nkL2~gi
~ j !~ ȳ,x̄,t!!dA~ ȳ!dt2S (

~ j !0

0~ j !

P4TD (55)

L3* ~ f !5E
0

t

L3~ f ~ ȳ,x̄,z!!dz, L1* ~ f !5E
0

t

L1~ f ~ ȳ,x̄,z!!dz. (56)
From Eqs.~51! and ~54! we obtainQ( x̄,t) anduj ( x̄,t):

i. For the dynamic coupled theory, in view of Eqs.~10!, ~50!,
and ~53!, we get

D~x̄!Q~ x̄,t !5W1~ x̄,t !, D~ x̄!uj~ x̄,t !5W2~ x̄,t !.
(57)

ii. For L-S theory, in view of Eqs.~11!, ~50!, and~53!, we get

D~x̄!Q~ x̄,t !5
1

t0
e2t/t0E

0

t

et/t0W1~ x̄,t!dt, (58)

D~x̄!uj~ x̄,t !5
1

t0
e2t/t0E

0

t

et/t0W2~ x̄,t!dt. (59)

For G-L theory, in view of Eqs.~12!, ~50!, and~53!, we get

D~ x̄!Q~ x̄,t !5
1

n
e2t/nE

0

t

et/nW1~ x̄,t!dt,

D~ x̄!uj~ x̄,t !5W2~ x̄,t !. (60)

For C-T theory, in view of Eqs.~13!, ~50!, and~53!, we get

D~ x̄!Q~ x̄,t !5
2

tq
e2t/tq@Q1 sin~ t/tq!2Q2 cos~ t/tq!# (61)
D~ x̄!uj~ x̄,t !5
2

tq
e2t/tq@u1 sin~ t/tq!2u2 cos~ t/tq!# (62)

where

Q15E
0

t

et/tq cos~t/tq!W1~ x̄,t!dt,

Q25E
0

t

et/tq sin~t/tq!W1~ x̄,t!dt (63)

u15E
0

t

et/tq cos~t/tq!W2~ x̄,t!dt,

u25E
0

t

et/tq sin~t/tq!W2~ x̄,t!dt. (64)

Generalizations of the Green-Somiliana formularesult from Eqs.
~51!–~64! whenD( x̄)51.

Letting x̄→ j̄, jPB and D( x̄)51/2 in Eqs.~51! and ~54!, we
get

L1~Q~j̄,t !!52W1~ j̄,t !; L2~uj~ j̄,t !!52W2~ j̄,t !. (65)
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Equation~65!, with the boundary conditions~18! and ~19! and
the limiting behavior of the solutions, can be used to set up
system of linear equations of BIE method.

Example
In this section the mixed boundary conditions are considere

illustrate the BIE formulation. Let the problem to be solved is
determineui( x̄,t) and Q( x̄,t), x̄PD, t.0 the solution of the
field Eqs.~5! and ~6!, subjected to the homogeneous initial co
ditions ~17! and the following boundary conditions@28#:

ui~ x̄B ,t !5gi50, Q ,n~ x̄B ,t !5G50, xBPB25Bu (66)

s j i ~ x̄B ,t !nj~ x̄B!5 f i~ x̄B ,t !, Q~ x̄B ,t !5F~ x̄B ,t !,

xBPB15Bs (67)

here f i( x̄B ,t) andF( x̄B ,t) are given, onB1(5Bs), functions.
It is important to notice that, the traction vectorf i( x̄B ,t)

5ski( x̄B ,t)nk( x̄B), and the surface temperatureF( x̄B ,t)
5Q( x̄B ,t) are unknown functions on the partB2(5Bu) of the
surface.

Equations~47!, ~48! takingD( x̄)51, will give the solution in a
more simple form if the Green functionsui

(1) , Q (1), ui
( j ) , Q ( j ) are

satisfying the conditions

f i
~1!~ x̄B ,t !5 f i

~ j !~ x̄B ,t !50, F~1!~ x̄B ,t !5F~ j !~ x̄B ,t !50,

xBPB15Bs . (68)

Equations ~47! and ~49! with Eqs. ~66!–~68! lead to the
relations

vv2Q~ x̄,s!5Q0~ x̄,s!2v3v2E
B2

Q~ ȳ,s!G~1!~ ȳ,x̄,s!dA~ ȳ!

2«svE
B2

f i~ ȳ,s!gi
~1!~ ȳ,x̄,s!dA~ ȳ!, (69)

«svuj~ x̄,s!5uj
0~ x̄,s!1v3v2E

B2

Q~ ȳ,s!G~ j !~ ȳ,x̄,s!dA~ ȳ!

1«svE
B2

f i~ ȳ,s!gi
~ j !~ ȳ,x̄,s!dA~ ȳ! (70)

whereQ0( x̄,s) anduj
0( x̄,s) are known functions, given in term

of the Green functions~34!, ~36!, ~41!, and~43!, given on the part
B15Bs of the surface, functionsF( x̄B ,s), f i( x̄B ,s), the mass
force, and the heat source

Q0~ x̄,s!5vv2E
D
Q~ ȳ,s!Q~1!~ ȳ,x̄,s!dV~ ȳ!

2«svE
D
Fi~ ȳ,s!ui

~1!~ ȳ,x̄,s!dV~ ȳ!

2v3v2E
B1

F~ ȳ,s!Q ,n
~1!~ ȳ,x̄,s!dA~ ȳ!

2«svE
B1

f i~ ȳ,s!ui
~1!~ ȳ,x̄,s!dA~ ȳ!, (71)

uj
0~ x̄,s!5«svE

D
Fi~ ȳ,s!ui

~ j !~ ȳ,x̄,s!dV~ ȳ!2vv2E
D
Q~ ȳ,s!Q~ j !

3~ ȳ,x̄,s!dV~ ȳ!1«svE
B1

f i~ ȳ,s!ui
~ j !~ ȳ,x̄,s!dA~ ȳ!

1v3v2E
B1

F~ ȳ,s!Q ,n
~ j !~ ȳ,x̄,s!dA~ ȳ!. (72)
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To find the solution given by Eqs.~69! and~70! it is necessary to
determine the two unknown functions f i( x̄B ,t)
5ski( x̄B ,t)nk( x̄B), and Q( x̄B ,t)5F( x̄B ,t) on the part B2

(5Bu) of the surfaceB. In Eqs. ~69! and ~70! letting x̄→ j̄
PB2 , and substituting from Eqs.~66!, we get the following sys-
tem of two singular Fredholm integral equations in the two u
known functions:

05
]Q0~ j̄,s!

]n8~ j̄ !
2v2v3E

B2

Q~ ȳ,s!
]G~1!~ ȳ,j̄,s!

]n8~ j̄ !
dA~ ȳ!

2«svE
B2

f i~ ȳ,s!
]gi

~1!~ ȳ,j̄,s!

]n8~ j̄ !
dA~ ȳ!

(73)

05uj
~0!~ j̄,s!1v3v2E

B2

Q~ ȳ,s!G~ j !~ ȳ,j̄,s!dA~ ȳ!

1«sE
B2

f i~ ȳ,s!gi
~ j !~ ȳ,j̄,s!dA~ ȳ!,

wheren8( j̄) is outer normal vector toB2 .
For general boundary shapes the system of Eqs.~75! do not

seem to have analytical solutions, whence the necessity of re
ring to numerical techniques. The integrals have to be discret
and the problem reduces to finding the solution of a system
linear algebraic equations.

Conclusion
The direct formulation~applying the Betti-reciprocical theo

rem! of the boundary integral equation method, in Laplace tra
form domain, is given for generalized linear therm
viscoelasticity. The Green functions for the correspond
differential equations are obtained. For the mixed boundary va
problem a system of two singular Fredholm integral equations
two unknown functions on a part of the boundary, is obtained a
the necessity of recurring to the numerical methods~namely
BEM! is shown. For any smooth enough boundary shape~to guar-
antee existence of unique normal to the boundary at each o
points! the integrals involved in the system of the integral equ
tions have to be discretized and the problem reduces to finding
solution ~in Laplace transform domain! of a system of linear al-
gebraic equations. Using a numerical inversion method~see, e.g.,
Honig and Hirdes@34#! the solutions in the physical domain ca
be obtained.

Nomenclature

t 5 time; l, m Lame’s constants;K5l
12/3m bulk modulus

T0 5 reference temperature;T absolute tem-
perature such thatuT2T0 /T0u!1

r 5 density;CE specific heat at constant
strain;k thermal conductivity

s i j 5 Components of stress tensor;Si j com-
ponents of stress deviator tensor

« i j 5 components of strain tensor;ei j compo-
nents of strain deviator tensor

ui 5 components of displacement vector;e
5ui ,i dilatation

RG(t), RK(t) 5 relaxation functions
t0 , n, t1 , t2 , n0 , d0 5 constants

tu 5 phase-lag of temperature gradient;tq
phase-lag of heat flux

aT 5 coefficient of linear thermal expansion;
g53KaT

h0 5 rCE /k; «5d0g/rCE ; C0
25K/r; T̂5T

2T01nṪ
Fi 5 components of mass force vector
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Q 5 the intensity of applied heat source pe
unit mass

e i jk 5 the permutation tensor;d i j delta Kro-
necker;d~ . . . ! Dirac delta ‘‘function’’
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Dynamic Analysis of a Mode I
Propagating Crack Subjected to a
Concentrated Load
This work investigates the phenomenon of mode I central crack propagating with a
stant speed subjected to a concentrated load on the crack surfaces. This problem is
self-similar problem. However, the method of self-similar potential (SSP) in conjunc
with superposition can be successfully applied if the time delay and the origin shif
considered. After the complete solution is obtained, attention is stressed on the dy
stress intensity factors (DSIFs). Analytical results indicate that the DSIF equals the s
stress intensity factor if the crack-tip speed is very slow and equal to zero if the crac
velocity approaches the Rayleigh-wave speed. However, the dynamic effect becom
vious only if the crack-tip speed is 0.4 times faster than the S-wave speed. Moreov
combination of SSP method and the superposition scheme can be applied to the exp
uniformly distributed load acting on a portion of the crack surfaces.
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1 Introduction
Dynamic fracture-related studies can be categorized as ste

state dynamics and transient dynamics. In a steady-state solu
the coordinate system moving with a crack tip is used. The spa
field expressed in this coordinate system is assumed not to de
on time. The conventional procedure for the transient analy
which considers the full dynamic equations and the actual in
and boundary conditions, is a transform method with the Wien
Hopf and Cagniard techniques@1#. The transient approach fre
quently encounters mathematical difficulty in deriving an effect
solution.

The transient problem is markedly simplified when the cra
expands from zero length with a constant crack-tip speed.
resulting problem may be termed a self-similar problem and
method of self-similar potentials~SSP! can be used to effectively
solve it. Pioneered by Smirov@2# in the 1930s and later applied t
wave propagation problems, the SSP method not only sig
cantly reduces computational effort, but also directly leads
identification of fronts and types of reflected and refracted wav
In 1969, Thompson and Robinson@3# reviewed pertinent literature
of this method and applied it to various dynamic indentation pr
lems in a linearly elastic half space. Since the dynamic cr
propagation problem is also closely related to the dynamic ind
tation problem@3#, the choice of the SSP approach to solve d
namic crack propagation problems is one that gives consider
promise of success@4,5#.

Despite its name, the SSP method is not limited to solution
problems having a physical similarity. This method has been
plied to resolve problems of a subsurface source@6# and suddenly
stopping cracks@7#, in which they do not exhibit any physica
similarity.

Dynamic fracture analysis often considers problems of a se
infinite running crack subjected to external loads. In a series
investigations, Freund@8–10# concluded that the dynamic stres
intensity factor~DSIF! for a semi-infinite running crack with uni
form or nonuniform extend rate is given by the product of a ‘‘un

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, June
1999; final revision, Dec. 17, 2002. Associate Editor: V. K. Kinra. Discussion on
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California–Santa Barb
Santa Barbara, CA 93106-5070, and will be accepted until four months after
publication of the paper itself in the ASME JOURNAL OF APPLIED MECHANICS.
668 Õ Vol. 70, SEPTEMBER 2003 Copyright
ady-
tion,
tial
end

sis,
tial
er-
-
ve

ck
he

the

ifi-
to
es.

b-
ck

en-
y-
ble

to
ap-

l

mi-
of

s

i-

versal function’’ of crack-tip velocity and the stress intensity fa
tor for an equivalent stationary crack. Lamb’s solution to t
problem of a suddenly applied concentrated load at a point o
surface of a half space marked a great advance while analy
the wave motion in a solid,@11#. Freund@12# further used the
Lamb’s solution to study a semi-infinite stationary crack subjec
to a concentrated load. For the crack with a finite length, m
researchers considered a uniform load acting on the crack surf
so that the extension occurs in mode I@13#, mode II@14#, or mode
III @15#. However, the case of a finite crack subjected to a c
centrated load has seldom been addressed. Therefore, in this w
we investigate a concentrated load acting on the crack surface
a running crack. Although this is not a self-similar problem, th
work also applied the SSP method in which the origin shift a
time delay are considered.

2 The Method of Self-Similar Potentials
The basis of the method is to seek a class of solutions of p

elastodynamic equations in terms of self-similar potentials
which the value of the function is zero for timet,0 and is con-
stant on straight lines passing through the origin of the (x,y,t)
space for timet>0. Self-similar problems arise when the initia
and boundary conditions are homogeneous functions of the sp
variables and time. The homogeneity of the boundary val
makes it possible in the method of self-similar potentials to red
the three independent variables (x,y,z) to two variables (x/t,y/t).
It can be inferred that a self-similar solution to a physical probl
can be found if the loading is suddenly applied at the origin,
with initial conditions zero, if the boundary conditions involve
characteristic length proportional to time.

This section summarizes the general application of self-sim
potentials to the solution of some elasticity problems for the h
plane @3,6#. For homogeneous, isotropic, and elastic plane pr
lems, if the boundary tractions of the elastic half plane are hom
geneous functions of degree zero in space and time, the disp
ment and stress fields under strain deformation expressed in t
of self-similar potentialsF8~u! andC8~u! are

ux52ReF E
0

tE
0

u1

uF8~u!dudt

1E
0

tE
0

u2

Ab222u2C8~u!du dtG , (1a)

9,
the
nt of
ara,
nal
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uy5ReF E
0

tE
0

u1

2Aa222u2F8~u!dudt

1E
0

tE
0

u2

uC8~u!du dtG , (1b)

sx5m ReF E
0

u1

~b2222a2212u2!F8~u!du

1E
0

u2

2uAb222u2C8~u!duG , (1c)

sy5m ReF E
0

u1

~b2222u2!F8~u!du

2E
0

u2

2uAb222u2C8~u!duG , (1d)

sz5m ReE
0

u1

~b2222a22!F8~u!du, (1e)

txy5m ReF E
0

u1

2uAa222u2F8~u!du

1E
0

u2

~b2222u2!C8~u!duG , (1f)

wherem, a, andb are the shear modulus, longitudinal, and tran
verse wave velocities of a homogeneous isotropic elastic med
respectively. The functionsF8~u! and C8~u! indicate the deriva-
tives of the self-similar potentialsF~u! and C~u! which are un-
known in general for the boundary-valued problems. The val
u1 andu2 represent the parameters of the characteristic surface
the wave equationsd j5t2u j x2yAcj

222u j
250, j 51, 2 and they

are defined as

u j5
1

r 2
~ tx1 iyAt22r 2cj

22! for x21y2<cj
2t2, (2a)

u j5
1

r 2
@ tx1sgn~x!yAr 2cj

222t2# for x21y2>cj
2t2, (2b)

with j 51, 2 andc15a, c25b. It is easy to verify, from Eq.~2!,
that on the surfacey50, the parametersu1 and u2 are equal to
each other, i.e.,u15u25t/x. Therefore, we denotet/x asu0 and
then we haveu15u25u0 on the surfacey50.

It is worth noting that the combination of the SSP method a
Schwarz integral theorem@16# provides an extremely powerfu
technique for solving the boundary-valued problems, e.g., w
propagation problems, with such less mathematical manipula
@3,6#. However, for crack problems which are mixed-bounda
problems, the Schwartz integral theorem cannot be used dire
and therefore an approach of function-theoretic integral equa
could be applied.

3 Problem Description and the Complete Solution
Consider an unbounded homogeneous isotropic elastic med

The material is at rest at timet,0. A crack begins to extend
symmetrically from zero length along thex axis with a constant
speeds for time t>0. Thex coordinates of the crack tips at tim
t are then6st. A concentrated loading acts on the origin of th
crack surfaces such that the state of deformation is a plane st
A central crack subjected to concentrated loading is no long
self-similar problem. To solve this problem the method of se
similar potentials is still applicable by a superposition sche
illustrated in Fig. 1. Part~i! assumes that a uniform stresssy
52q acts on the faces of the crack, the ends of which move
Journal of Applied Mechanics
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with a constant speeds; denote this case as case A. In part~ii ! a
uniform stresssy5q acts onx>ux0u of the crack surfaces. The
problem of part~ii ! is further divided into two cases: case B wit
stresssy5q in the cracked portion to the right and case C whe
it is to the left. Finally, the solution of the original problem can b
obtained by summing up the solutions of cases A, B, and C
taking x0→0.

3.1 Solution to the Case A Problem. From symmetry about
the x axis, consideration can be limited to the regiony>0 while
subjected to the following boundary conditions:

Asy~x,0,t !52q, uxu,st (3a)

Atxy~x,0,t !50, ;x (3b)

Auy~x,0,t !50, uxu.st (3c)

where the subscript A denotes the solution of the case A probl
Notably, the boundary tractions in Eqs.~3! are homogeneous an
of degree zero inx and t. The velocities and displacements
every point must be homogeneous functions of degree zero
one, respectively. Equation~3b! reveals that the absence of th
shear stress on the entire surfacey50. Substituting Eq.~3b! into
Eq. ~1f! leads to the following relation:

AC8~u!5
22uAa222u2

b2222u2 AF8~u!. (4)

Substituting Eq.~4! into Eqs.~1d! and ~1b! and defining a new
unknown functionAVy* 8(u)

AVy* 8~u!5
2b22Aa222u2

b2222u2 AF8~u!. (5)

Then the boundary conditions can be rewritten as

Fig. 1 The superposition scheme for a concentrated load act-
ing on the crack surfaces
SEPTEMBER 2003, Vol. 70 Õ 669
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Asy5ReE
0

u0 2mb2R~u2!

Aa222u2 AVy* 8~u!du52q, uu0u.s21

(6a)

Avy5ReE
0

u0

AVy* 8~u!du50, uu0u,s21 (6b)

whereAvy is the velocity in they direction, i.e.,Avy5]Auy /]t,
and R(u2)5(b2222u2)214u2Aa222u2Ab222u2 is the Ray-
leigh function. Obviously the quantityAVy* 8(u) represents the de
rivative of complex-valued velocity in they direction. The prob-
lem is now to solve the mixed-integral equations of Eqs.~6! which
involve an unknown functionAVy* 8(u). To do so, the boundary
condition, Eqs.~6!, is satisfied if the following conditions are
fulfilled:

~i! 2mb2R(u2)/Aa222u2
AVy* 8(u) is analytic foruu0u.s21,

~ii ! AVy* 8(u) is analytic foruu0u,s21.

Condition ~i! clearly reveals that2mb2R(u2)/Aa222u2 has
branch cuts either from6a21 to 6` or from 6b21 to 6` in the
u plane. To locate all of the branch cuts ofAsy* 8(u)
52mb2R(u2) AVy* 8(u)/Aa222u2 in the rangeuu0u,s21 such
that condition~i! holds, the quantityAVy* 8(u) should have branch
points atu56s21. Moreover, the stress is nowhere more singu
than that under a concentrated load of finite magnitude, the h
est allowable singularity inAVy* 8(u) at a point in theu plane is a
pole of order 2@3#. It follows directly thatAVy* 8(u) must be of the
following form:

AVy* 8~u!5 (
n52`

`

AFn~u!~s222u2!n11/2, (7)

whereFn(u) is an entire function andn is an integer. However, to
have stresses at the origin of the physical plane that are less
gular than those corresponding to a concentrated load, the hig
order of Asy* 8(u) should be a power of order21 when u ap-
proaches infinity. However,2mb2R(u2)/Aa222u2 approachesu
as u→`. Therefore, the highest order ofAVy* 8(u) is a power of
order22 asu→`. Hence, we can infer thatAVy* 8(u) must be the
form of

AVy* 8~u!5
iA1

~s222u2!3/2
1

iA2u

~s222u2!3/2
. (8)

Substituting Eq.~8! into Eq. ~6! reveals thatA1 andA2 should be
real-valued constants. Since the branch cuts ofAVy* 8(u) are taken
from 6s21 to 6`, the first and second terms in Eq.~8! are anti-
symmetric and symmetric functions ofu, respectively, foruu0u
.s21. In addition, these terms provide symmetric and antisy
metric normal surface velocity on the crack faces because
integration of an antisymmetric~antisymmetric! function yields a
symmetric~antisymmetric! result. However, for the case A prob
lem, the normal surface velocity is symmetric about they axis.
Therefore,A250, and

AVy* 8~u!5
iA1

~s222u2!3/2
. (9)

The constantA1 can be obtained by substituting Eq.~9! into Eq.
~6! and is equal toq/J, where

J5ReE
0

u0 imb2R~u2!

Aa222u2~s212u!3/2
du for uu0u.s21. (10)

The branch cuts of the integrand ofJ are all located in the range
a21,uuu,s21 on the real axis of theu plane. Therefore, the
670 Õ Vol. 70, SEPTEMBER 2003
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upper and lower limits of the integration in Eq.~10! can be
changed to6a21 and 6s21. This observation implies that the
value ofJ is constant for anyuu0u.s21.

The solution here is the same as that obtained by Cherepa
@17#; he expressed the integral of Eq.~10! in terms of incomplete
elliptical integrals of first and second kinds. However, doing
would appear to be undesirable. Indeed, the quadrature in Eq.~10!
can be easily calculated as accurately as desired by selecting
path off the real axis of theu plane, while the incomplete elliptic
integrals are not well tabulated. A convenient path proceeds a
the imaginary axis of theu plane from the origin to positive in-
finity.

The displacement and stress fields of the case A problem ca
obtained by substituting Eq.~9! into Eqs.~5! and~4! to obtain the
self-similar potentialsF8~u! andC8~u! first, and then substituting
the self-similar potentialsF8~u! and C8~u! into Eq. ~1!. Herein,
we do not include the results of case A problem, whereas only
y-component stressAsy is listed here:

Asy5~2mb2A1!ReH E
0

u1 i ~b2222u2!2

Aa222u2~s222u2!3/2
du

1E
0

u2 4iu2Ab222u2

~s222u2!3/2
duJ . (11)

The first and second terms of Eq.~11! represent the disturbance
of the P andS waves, respectively.

3.2 Solution to the Case B Problem. The problem of case
B is no longer a self-similar problem. However, the SSP meth
can be applied if the origin shift and time delay are consider
Define the new coordinate system (x̄,ȳ) which arex̄5x2x0 , ȳ
5y, and the new time systemt05t2Dt. Then, the crack-tip co-
ordinate which wasx5st in the old coordinate system (x,y) be-
comesx̄5st2sDt5st0 in the new coordinate system (x̄,ȳ). The
crack tip ofx52st in the old coordinate system (x,y) becomes
x̄52st2sDt52rst in the new coordinate system (x̄,ȳ), where
r 5(t1Dt)/(t2Dt) is dimensionless, as illustrated in Fig. 2
Therefore, after the origin shift and time delay are used, the c
B problem can be viewed as the situation in which the rightm
crack tip propagates in the positivex direction with speeds and

Fig. 2 The case B problem: „a… on the physical plane, „b… on
the physical plane after shifting the origin to „x 0,0…, „c… on the
complex ū plane
Transactions of the ASME
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the leftmost crack tip extends in the negativex direction with
speedrs. Consequently, the boundary conditions of case B pr
lem are

Bsy~ x̄,0,t0!5q, 0, x̄,st0 (12a)

Bsy~ x̄,0,t0!50, 2rst0, x̄,0 (12b)

Btxy~ x̄,0,t0!50, ; x̄ (12c)

Buy~ x̄,0,t0!50, x̄.st0 or x̄,2rst0 (12d)

where the subscript B denotes the case B problem. Notably,
use of the origin shift and time delay converts the non-self-sim
problem into a self-similar problem. Therefore, the case B pr
lem can be treated in the complexū plane, whereū satisfies the
characteristic surface:

~ t2Dt !2 ū j~x2x0!2yAcj
222 ū j

250, j 51,2. (13)

Hence, the boundary conditions of Eq.~12! can be rewritten as

Bsy5q, ū0.s21 (14a)

Bsy50, ū0,2~rs!21 (14b)

Btxy50, ; ū0 (14c)

Buy50, 2~rs!21, ū0,s21 (14d)

whereū05 ū15 ū25t0 / x̄ are the parameters ofū1 and ū2 on the
surfaceȳ50. With the aid of the absence of the shear stress on
entire surfaceȳ50, the boundary conditions of Eqs.~14! can be
expressed as

Bsy5ReE
0

ū0 2mb2R~u2!

Aa222u2 BVy* 8~u!du5q, ū0.s21

(15a)

Bsy5ReE
0

ū0 2mb2R~u2!

Aa222u2 BVy* 8~u!du50, ū0,2~rs!21

(15b)

Bvy5ReE
0

ū0
BVy* 8~u!du50, 2~rs!21, ū0,s21. (15c)

To solve the mixed boundary value problem in Eq.~15!, the un-
known functionBVy* 8(u) must be obtained first. In a manner sim
lar to the case A problem, the unknown functionBVy* 8(u) is found
as follows:

BVy* 8~u!5
iB1

~s212u!3/2@~rs!211u#3/2

1
iB2u

~s212u!3/2@~rs!211u#3/2
, (16)

whereB1 andB2 are real-valued constants which can be evalua
from boundary conditions of Eqs.~15a! and ~15b!. They are

B15
qJ̄22

J̄11J̄222 J̄12J̄21

, B25
2qJ̄12

J̄11J̄222 J̄12J̄21

, (17)

where

J̄115ReE
0

ū0
Ī ~u!du for ū0.s21, (18a)

J̄215ReE
0

ū0
Ī ~u!udu for ū0.s21, (18b)
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J̄125ReE
0

ū0
Ī ~u!du for ū0,2~rs!21, (18c)

J̄225ReE
0

ū0
Ī ~u!udu for ū0,2~rs!21, (18d)

with

Ī ~u!5
2 imb2R~u2!

~a222u2!1/2~s212u!3/2@~rs!211u#3/2
.

The displacements and stresses of the case B problem then
be obtained without difficulty. However, only the stressBsy is
listed here and it is

Bsy52mb2 ReH E
0

ū1 i ~B11B2u!~b2222u2!2

Aa222u2~s212u!3/2@~rs!211u#3/2
du

1E
0

ū2 4iu2~B11B2u!Ab222u2

~s212u!3/2@~rs!211u#3/2
duJ . (19)

3.3 Solution to the Case C Problem. The case C problem
is not a self-similar problem either. However, if we shift the orig
to x52x0 and consider the time delayDt, the new coordinate
system (x% ,y% ) and new time systemt0 are defined asx% 5x1x0 ,
y% 5y, and t05t2Dt. Consequently, the crack tipx5st in the
new coordinate and time system isx% 5st1sDt5rst0 , and the left
crack tip x52st is x% 52st1sDt52st0 ~Fig. 3!, where r 5(t
1Dt)/(t2Dt). The boundary conditions of the case C problem
the complexu% plane are

Csy5q, u% 0,2s21 (20a)

Csy50, u% 0.~rs!21 (20b)

Ctxy50, ;u% 0 (20c)

Cuy50, 2s21,u% 0,~rs!21 (20d)

where the subscript C indicates the case C problem andu% satisfies
the characteristic surface:

~ t2Dt !2u% j~x1x0!2yAcj
222u% j

250, j 51,2. (21)

Fig. 3 The case C problem: „a… on the physical plane, „b… on
the physical plane after shifting the origin to „x 0,0…, „c… on the
complex ū plane.
SEPTEMBER 2003, Vol. 70 Õ 671



-

k

p

e
a

o
a

o

With the similar procedure in the case B problem, the solution
the case C problem can be obtained. Only the stressCsy is listed
here:

Csy52mb2 ReH E
0

u% 1 i ~C11C2u!~b2222u2!2

Aa222u2@~rs!212u#3/2~s211u!3/2
du

1E
0

u% 2 4iu2~C11C2u!Ab222u2

@~rs!212u#3/2~s211u!3/2
duJ , (22)

where

C15
qJ% 22

J% 11J% 222J% 12J% 21

, C25
2qJ% 12

J% 11J% 222J% 12J% 21

. (23)

and

J% 115ReE
0

u% 0
I%~u!du for u% 0,2s21, (24a)

J% 215ReE
0

u% 0
I%~u!udu for u% 0,2s21, (24b)

J% 125ReE
0

u% 0
I%~u!du for u% 0.~rs!21, (24c)

J% 225ReE
0

u% 0
I%~u!udu for u% 0.~rs!21, (24d)

with

I%~u!5
2 imb2R~u2!

~a222u2!1/2~s211u!3/2@~rs!212u#3/2
.

3.4 Complete Solution to the Original Problem. If the so-
lution of case A problem is expressed byqf(x,y,t), then the
solutions of the cases B and C are denoted by2qf(x2x0 ,y,t
2Dt) and 2qf(x1x0 ,y,t2Dt), respectively. The relation be
tween the magnitude of the uniformly distributed loadq and the
concentrated loadF is q5F/2x0 , for x0(5sDt)→0. Therefore,
the complete solution of the original problem is

lim
Dt→0

F$f~x,y,t !2f~x2sDt,y,t2Dt !2f~x1sDt,y,t2Dt !%

2sDt
.

(25)

Hence, summing up the solutions of cases A, B, and C and ta
x0→0 ~or Dt→0) yield the complete solution. To verify the re
sults, Figs. 4 and 5 display the displacementuy and the stresssy
on the surfacey50 of the original problem.

Notably, the displacements of cases A, B, and C are homo
neous functions of degree one in space and time, and stresse
homogeneous functions of degree zero. After the derivative
cedure in Eq.~25!, the displacement of the original problem is th
homogenous function of degree zero and the stresses are d
21. Therefore, for the problem of the propagating central cr
subjected to the concentrated load, the displacement and s
fields are homogeneous functions of degree zero and minus
respectively.

4 Dynamic Stress Intensity Factor
Equations~11!, ~19!, and~22! suggest that the integrands are

the type G(u)/(s222u2)3/2 and have high singularities with
power of order 3/2 near the crack tip. The asymptotic solutio
near the crack tip can be determined by expanding asymptotic
about the pointu5s21 and then performing the integration. T
illustrate the procedure, consider they component of the stress o
the case A problemAsy , which can be rewritten as
672 Õ Vol. 70, SEPTEMBER 2003
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Asy5mb2A1 ImH E
0

u1 AG1~u!

~s222u2!3/2
du1E

0

u2 AG2~u!

~s222u2!3/2
duJ ,

where

AG1~u!5
~b2222u2!2

Aa222u2
, AG2~u!54u2Ab222u2.

By expandingAG1(u) andAG2(u) aboutu5s21 and then taking
the dominant term in the series expansion,Asy near the crack tip
is approximated by

Asy'mb2A1 ImH s2u1~b2222s22!2

Aa222s22As222u1
2

1
4u2Ab222s22

As222u2
2 J .

Fig. 4 The normal surface displacement on the x axis for a
Ä6326 mÕs, bÄ3463 mÕs, sÄ2770.4 mÕs, tÄ0.01 s

Fig. 5 The normal surface stress sy on the x axis for a
Ä6326 mÕs, bÄ3463 mÕs, sÄ2770.4 mÕs, tÄ0.01 s
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If u1 andu2 are expressed in terms oft, y, and«5x2st, then

Asy'
mb2s2A1

A2
ImH ~b2222s22!2

Aa222s22A«

st
2

iy

st
A12s2a22

1
4s22Ab222s22

A«

st
2

iy

st
A12s2b22J . (26)

Similarly, the asymptotic solutions of cases B and C can be fou
The dynamic stress intensity factor~DSIF!, which reveals the

stress behavior near the crack tip, is an important paramete
fracture mechanics. Therefore, evaluating the DSIF is of relev
concern. According to Eq.~26!, the stresses near the crack ti
have square root singularity. Therefore, the DSIF of mode I r
ning crack is defined by

KI~ t !5 lim
«→0

$A2p«sy~«,y50,t !%, (27)

where sy(«,y50,t) is the y-component stress of the origina
problem near the crack tip. Therefore, summing up the asymp
solutions of they-component stresses of case A, B, and C a
settingy50 yield

sy'
mb2s2R~s22!A1Ast

A2As222a22A«
1

mb2~2s!R~s22!~B1s1B2!

As222a22~11r 21!3/2

3S Ast0

A«̄
21D 1

mb2~2s3/2!R~r 22s22!~C11r 21s21C2!

Ar 22s222a22~11r 21!3/2

3S A~rs!2t0

A«%
2ArsD , (28)

where «̄5 x̄2st0 and «% 5x% 2rst0 . By substituting Eq.~28! into
Eq. ~27!, the DSIF for the original problem can be expressed

KI~ t !5
pmb2s2R~s22!

2JAs222a22

t

Dt

F

Apst

1
A2pmb2sR~s22!

As222a22~11r 21!3/2

t

Dt
A12

Dt

t S sJ̄22

J̄11J̄222 J̄12J̄21

2
J̄12

J̄11J̄222 J̄12J̄21
D F

Apst

1
A2pmb2sR~r 22s22!

Ar 22s222a22~11r 21!3/2

t

Dt
A12

Dt

t

3S rsJ% 22

J% 11J% 222J% 12J% 21

2
J% 12

J% 11J% 222J% 12J% 21
D F

Apst
. (29)

Notably, for the static central crack with lengthst subjected to a
concentrated loadF, the static stress intensity factor~SIF!, which
is denoted asK0 , is equal toF/Apst. Therefore, the DSIF of a
concentrated load is the product of so-called universal function@8#
and the static SIF. It is noted that the termt/Dt5st/(sDt)
5st/x0 denotes the ratio of the crack length and the applied l
range. Moreover, if we letx0 equalvLt, wherevL is the velocity
of expanding uniform load, thent/Dt5s/vL can be regarded a
the ratio of the crack-tip speed and the expanding load sp
Consequently, the DSIF in Eq.~29! can be directly applied to the
problem of a central crack subjected to uniform distributed lo
expanding on a portion of the running crack surfaces.
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4.1 Concentrated Load. The DSIF of a central crack sub
jected to a concentrated load can be evaluated from Eq.~29! by
taking a very smallDt. Figure 6 plots the variation of dimension
less DSIFKI(t)/K0 virus dimensionless crack-tip speeds/b for
Dt50.0001t. This figure indicates that when the crack-tip speeds
is very slow, the value ofKI(t)/K051. This phenomenon is ow-
ing to the fact that the inertia effect can be neglected when
crack-tip speed is very slow. When the crack-tip velocitys ap-
proaches the Rayleigh-wave speedc, the Rayleigh function in the
first and second terms in Eq.~29! is zero, i.e.,R(s5c)50; but
the Rayleigh function in the third term of Eq.~29!, R(rs.c), is
negative and very small. Therefore, the DSIF for the crack-
speed approaching the Rayleigh-wave speed is close to z
Moreover, the solid line in Fig. 6 denotes the DSIF of the cent
crack subjected to a concentrated load, while the dashed line
resents the DSIF of the central crack subjected to uniformly d
tributed load on the entire crack surfaces. According to Fig.
although the DSIF due to a uniformly distributed load deca
rapidly with an increase of the crack-tip speed, the DSIF unde
concentrated load obviously decreases only whens.0.4b. This
occurrence is owing to the fact that when a concentrated load
on the center of the crack surfaces, there is a distance betwee

Fig. 6 Comparison of normalized DSIF for a central running
crack subjected a concentrated load and uniform distributed
load

Fig. 7 Normalized DSIF versus crack-tip location for a mode I
running crack subjected to a concentrated load with a variation
in crack-tip speed
SEPTEMBER 2003, Vol. 70 Õ 673
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applied load and the extending crack tip. Hence, the crack
speed must be fast enough to exhibit the inertia effect. Howe
when the uniformly distributed load is applied on the entire cra
surfaces and expands with crack tip~even if the crack-tip speed i
slow!, there always exists the expanding load on the crack tip,
the dynamic behavior becomes obvious as well. Hence, DSIF
to a uniformly distributed load decays rapidly.

Next, the DSIF at crack tip varies with different time interva
when the central crack is subjected to a concentrated load.
can be simply achieved by fixingDt and changing the timet.
Figure 7 summarizes those results. According to this figure, w
the crack-tip speed is very slow, the inertia effect cannot be
nored if the distance between the applied load and the crack t
small; hence, the value ofKI(t)/K0 is smaller than one. However
the static state occurs immediately when the crack propag
some more distance. When the crack-tip speed increases, the
must propagate some more for the static state condition to oc
However, when the crack-tip speeds.0.4b, although the crack
tip is far away from the applied load, the value ofKI(t)/K0 is
less than one. Restated, the stresses near the crack tip is
dynamic state, which is caused by the inertia effect of the cr
propagation.

4.2 Expanding the Uniformly Distributed Load. Assume
that the applied load is not the concentrated load. Instead, it is
uniformly distributed load expanding symmetrically on a porti
of the crack surfaces with the speedvL . Consequently, the stres
waves are emitted from the ends of the expanding load, propa
and interact with the stress field near the cracks. The DSIF du
expanding uniform load can be evaluated by settingDt/t5vL /s
in Eq. ~29!, as explained before. Figure 8 illustrates DSIF vir
the crack-tip speed forvL /s50.2. According to this figure, there
is a jump ats/b52/3. This phenomenon is due to the fact that t
waves emitted from the left end of the applied load interact w

Fig. 8 Normalized DSIF versus crack-tip speed for a mode I
running crack subjected to a uniformly portion load with ex-
panding speed v L ÕsÄ0.2

Fig. 9 Geometrical configuration of the disturbance of P and
S waves
674 Õ Vol. 70, SEPTEMBER 2003
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the rightmost crack tip, as shown in Fig. 9. When the rightm
crack-tip speed is smaller than the speed of theSwave, called the
subsonic case, theS wave from the left end of the applied loa
does not interact with the rightmost crack tip. TheAB line of Fig.
8 displays the subsonic results. However, when the rightm
crack-tip speed equals theS wave speed, this finding correspond
to the transition point~or the point B! in Fig. 8. Consider a situ-
ation in which the rightmost crack-tip speed is larger than thS
wave speed but less than theP-wave speed, commonly referred t
as a transonic case. TheBC line in Fig. 8 represents the DSIF o
the transonic case. Indeed, the phenomenon can be explained
Eq. ~29!. The third term of Eq.~29! is attributed to the case C
problem. After the origin is shifted to the left end of the applie
load and the time delay is considered, the rightmost crack tip
the case C problem can be regarded as propagating with speers.
Therefore, the Rayleigh function in the third term of Eq.~29! is a
function of rs. When rs,b, which is the subsonic case, th
finding corresponds to the lineAB. Whenb,rs,a ~the transonic
case!, the Rayleigh functionR(r 22s22) has different values for
rs,b and b,rs,a due to the branch cuts and, hence, the
exists a jump between linesAB and BC in Fig. 8. For this ex-

Fig. 10 Normalized DSIF versus crack-tip speed for a mode I
running crack subjected to a uniformly portion load with ex-
panding speed v L ÕsÄ0.5

Fig. 11 Normalized DSIF versus crack-tip speed for a mode I
running crack subjected to a uniformly portion load with ex-
panding speed v L ÕsÄ0.1, 0.2, 0.5, 0.7, 0.9
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ample in whichvL /s50.2, the value ofr equals 1.5. Conse
quently, the pointrs51.5s5b ~or s/b52/3) is the transition point
of subsonic and transonic cases.

Figure 10 plots the DSIF forvL /s50.5. The lines ofAB and
BC denote the results of the subsonic and transonic cases, re
tively. The lineCD represents the solution of supersonic case
which the rightmost crack-tip speedrs is larger than theP-wave
speeda, i.e., a,rs. For the supersonic case, although theP or S
waves do not affect the stresses near the crack tip, the wave f
of P or S wave interfere with it.

To understand how the speed of expanding load affects
DSIF, the value ofvL /s are taken as 0.1, 0.2, 0.5, 0.7, 0.9. Figu
11 depicts the DSIFs for differentvL /s.

5 Conclusion
This study applies the method of self-similar potentials to

propagating crack subjected to concentrated load leads to the
lowing conclusions:

1. The SSP method in which the origin shift and time delay
considered in conjunction with the superposition can be applie
the non-self-similar problems. This method is not only limited
the problems due to a concentrated load but can also be appli
the problem of a portion of the crack surfaces subjected t
uniformly distributed load.

2. The DSIFs for the problems subjected to a concentrated
and a uniformly distributed load differ from each other. If th
concentrated load acts on the crack surface, the dynamic ef
become obvious when the crack-tip speeds.0.4b; however, if
the crack surfaces are subjected to a uniform load, the ine
effect cannot be neglected even though the crack-tip speed is
slow.

3. If a uniform load expands along a portion of the crack s
faces as the crack tips propagate, the ends of the extending
emit waves which will interfere with the stress field of the cra
tips. According the different crack-tip speeds, the stress field n
the crack tip has the so called subsonic, transonic, and super
cases.
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On the Mechanical Modeling of
Functionally Graded Interfacial
Zone With a Griffith Crack:
Anti-Plane Deformation
An analytical model is developed for a functionally graded interfacial zone between
dissimilar elastic solids. Based on the fact that an arbitrary curve can be approache
a continuous broken line, the interfacial zone with material properties varying cont
ously in an arbitrary manner is modeled as a multilayered medium with the ela
modulus varying linearly in each sublayer and continuous on the interfaces bet
sublayers. With this new multilayered model, we analyze the problem of a Griffith cra
the interfacial zone. The transfer matrix method and Fourier integral transform techn
are used to reduce the mixed boundary-value problem to a Cauchy singular int
equation. The stress intensity factors are calculated. The paper compares the new
to other models and discusses its advantages.@DOI: 10.1115/1.1598476#
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1 Introduction
In engineering composites, interfaces usually act as source

failures because of the discrepancies in mechanical and the
properties between the component materials. One way to re
the apparent property mismatch between different materials
introduce intentionally interfacial zones with continuously varyi
mechanical properties known as functionally graded mater
~FGM’s!. The absence of sharp interfaces in bonded mater
with graded interfacial properties alleviates the tendency tow
failure. For the past decade, the fracture analysis of the FGM’s
been a key topic in solid mechanics. Erdogan in his paper@1#
discussed the problem of crack growth in FGM’s due to fatig
creep and stress corrosion cracking, and fracture instability.
concluded that use of FGM as interfacial zones would reduce
magnitude of the residual and thermal stresses and there
greatly improve the bonding stress. Another merit of the FG
interfacial zone is that it eliminates the crack tip stress oscillati
for the classical interface crack model. It has been found that
crack tip singular field in FGM’s has the same form as that
homogeneous media@2,3#. Thus many important parameters su
as the stress intensity factor~SIF!, energy release relate, crac
opening displacement~COD!, etc., which were developed in lin
ear fracture mechanics for homogeneous materials can be ap
directly to nonhomogeneous materials or FGM’s. However, it i
nontrivial task to calculate these parameters for FGM’s with a
trarily varying properties because the associate elastic boun
value problem~BVP! is difficult to solve. So far, several way
have been developed to solve this problem, which we summa
as follows:

~1! Assume that the material properties of FGM’s vary in
prescribed manner such that the associate BVP can be solved
lytically. Two models have been presented: FGM’s with propert
varying in exponential manner and in power manner. The form

1Corresponding author.
Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF

MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Sept.
2001; final revision, Apr. 2, 2003. Associate Editor: B. M. Moran. Discussion on
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California—Santa B
bara, Santa Barbara, CA 93106-5070, and will be accepted until four months
final publication of the paper itself in the ASME JOURNAL OF APPLIED MECHAN-
ICS.
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one was fully developed by many investigators, especially by
dogan and co-workers~therefore we refer to it as Erdogan
model!. Here we do not intend to list all papers on this model, b
only remind of some works about fracture analysis of FGM int
facial zones interested in this paper@4–14#. This model was also
applied in analysis of dynamic fracture@15#, thermal stress
@16,17#, viscoelastic fracture@18#, etc. The second model is gen
erally used in mode III fracture analysis@19–22#.

~2! Model FGM’s as piece-wise multilayered media~we refer
to it as the PWML model! @23,24#. That is, divide FGM’s into
multiple layers in the gradient direction. The material properties
each layer are assumed constant. Indeed, this model was
early in modeling nonhomogeneous media such as earth@25#.

~3! The perturbation approach may be applied for FGM’s w
properties varying slightly@26,27#.

The first way is limited by the fact that the functions describi
variation of material properties and suitable to find the analyti
BVP solution are scarce. The second way cannot eliminate
continuity of the material properties although it can reduce t
discontinuity. Another problem in the second way is that no o
has checked its convergence—how many layers should FGM’
divided into for a given manner in which the material propert
vary? In this paper, we develop a new analytical model for
FGM’s with continuously varying properties and solve the pro
lem of a crack in a functionally graded interfacial zone betwe
two dissimilar materials subjected to a static antiplane shea
load. The method is based on the fact that an arbitrary curve
be approached by a continuous broken line. Therefore we m
the FGM interfacial zone as a multilayered medium with the l
early varying elastic properties in each sublayer and continu
on the subinterfaces. The Fourier integral transform technique
singular integral equation method are employed to solve
mixed boundary-value problem. The stress intensity factors
presented. We discuss the convergence of the new model,
compare it with Erdogan’s model and the PWML model.

2 Problem Formulation

2.1 A New Multilayered Model for a Functionally Graded
Interfacial Zone. Consider a Griffith crack on the interface be
tween two bonded dissimilar elastic homogeneous half spa
with the shear modulim, m* , which are loaded by remote ant
plane shearing traction. Here the ‘‘interface’’ is not the ‘‘mat

9,
the
nt of
ar-
after
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ematical interface’’ with zero thickness, but an interface layer w
finite thicknessh0 , as shown in Fig. 1a. The crack is located in
the interfacial region. This interface layer is made of the FGM
with shear modulusm(y) continuously varying fromm to m* .
Generally,m(y) may be of an arbitrary form. However, conside
ing the fact that an arbitrary curve can be approached by a
tinuous broken line, we develop a new multilayered model
shown in Fig. 1b. The interfacial zone (h0,0) is divided intoN
sublayers (hj 21 ,hj ) ( j 51,2, . . . ,N;hN50). The crack is on the
kth interface~k may be any integer number from 0 toN!. The
shear modulus in each sublayer varies linearly with the form:

m~y!'m j~y!5m̄ j•~aj1bjy!, hj<y<hj 21 , j 51,2, . . . ,N,
(1)

wherem̄ j is equal to the real values on the interfacesy5hj , i.e.,
m̄ j5m j (hj )5m(hj ), which leads to

aj5
hj 212hj m̄ j 21 /m̄ j

hj 212hj
, bj5

m̄ j 21 /m̄ j21

hj 212hj
. (2)

Fig. 1 Two dissimilar half spaces bonded through a FGM in-
terfacial zone with a Griffith crack „a… and the new multilayered
model of the FGM interface layer „b…
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2.2 Transfer Matrix and Dual Integral Equations. The
only nonzero displacement component is along thez axis, which,
in each sublayer, satisfies the following wave equation:

m j~y!
]2wj

]x2
1

]

]y S m j~y!
]wj

]y D50, j 51,2, . . . ,N. (3)

Substituting Eqs.~1! and~2! into the above equation and applyin
Fourier integral transform with respect tox, we obtain

]2w̃j

]y2
1

bj

aj1bjy

]w̃j

]y
2s2w̃j50, (4)

where ‘‘˜ ’’ indicates the Fourier transform. The solution of E
~4! can be written as

w̃j5C1 j~s!K0~ usu ȳ j !1C2 j~s!I 0~ usu ȳ j !, (5)

whereC1 j andC2 j are unknown coefficients;K0( ) and I 0( ) are
modified Bessel functions; andȳ j5bj

21(aj1bjy). Equation~5!,
together with the Fourier transform of stress componentt̃yz j , can
be written as the matrix form:

$Sj%5@Tj~y!#$Cj%, j 51,2, . . . ,N, (6)

where

$Sj%5@w̃j ,t̃yz j#
T, $Cj%5@C1 j ,C2 j #

T, (7)

@Tj~y!#5F K0~ usu ȳ j ! I 0~ usu ȳ j !

m j~y!usuK08~ usu ȳ j ! m j~y!usuI 08~ usu ȳ j !
G , (8)

where the prime indicates the differentiation.
The solutions associated with the homogeneous half space

given by

$S0%5@T0~y!#$B%C10, $SN11%5@TN11~y!#$X%C2,N11 ,
(9)

where$B%5$1,0%T, $X%5$0,1%T, and

@T0~y!#5F e2usuy eusuy

2musue2usuy musueusuyG ,
@TN11~y!#5F e2usuy eusuy

2m* usue2usuy m* usueusuyG .
The subscripts ‘‘0’’ and ‘‘N11’’ correspond, respectively, to the
upper and lower half spaces.

The shear stress and displacement are continuous on the
faces except that the displacement involves a jump along the c
face onkth interface which is denoted asDwk . In the transformed
domain, we have

$Sj%2$Sj 11%5$DSk%dk j , y5hj , j 50,1,2. . . ,N, (10)

where$DSk%5$Dw̃k,0%T, anddk j is Kronecker delta. The above
equation is a recurrence relation which, on substitution of Eqs.~8!
and ~9!, may yield the expression of$Cj% in terms of$DSk%,

$Cj%5„@ L̄ jk#1@K̄ jk#H~ j 2k21!…$DSk%, j 51,2, . . . ,N,
(11)

whereH( ) is the Heaviside function, and

@Wj 11#5@Tj~hj !#
21@Tj 11~hj !#;

@W̄#5$B%@1,0#2@W̄N11#$X%@1,0#;

@Lk#5@W̄k#@Tk~hk!#
21; @W̄j #5@W2#¯@Wj #, j .1;

@W̄1#5@ I#;

@ L̄ jk#5@W̄j #
21@Ēk#; @K̄ jk#52@W̄j #

21@Lk#;

@Ēk#5$B%@1,0#@W̄#21@Lk#.
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Substituting Eq.~11! into Eq. ~8! and taking the inverse Fourie
transform, we have

$wj ,tyz j%
T5

1

2p E
2`

`

@M jk#$DSk%e
2 isxds, j 51,2, . . . ,N,

(12)

where we have denoted

@M jk#5@Tj~y!#„@ L̄ jk#1@K̄ jk#H~ j 2k21!…, (13)

which is nothing but the transfer matrix of the multiple layer
medium with an interface crack. Writing this matrix as

@M jk#5F * *

mjk * G , (14)

then we have

tyz j5
1

2p E
2`

`

mjk~s!Dw̃k~s!e2 isxds, j 51,2, . . . ,N.

(15)

Suppose the stress caused by the remote loading in the me
without crack istyz

L (x,y). Then the free traction condition on th
crack faces yields

1

2p E
2`

`

m̄k~s!Dw̃k~s!e2 isxds52tyz
L ~x,hk!, uxu,c, (16)

where

m̄k5mjkuy5hk
~ j 5k or k21!.

The single-valued condition for the displacement gives

E
2`

`

Dw̃k~s!e2 isxds50, uxu.c. (17)

Equations~16! and ~17! are the dual integral equations of th
problem.

2.3 Cauchy Singular Equation. Introduce the dislocation
density function of the crack,

fk~x!5
]

]x
@Dwk~x!#, uxu,c. (18)

It is not difficult to prove, by considering the differential prope
ties of the Fourier transform, that

Dw̄k5 is21E
2c

c

fk~u!eisudu, (19)

which, when substituted into Eqs.~16! and ~17!, yields

i

2p E
2`

`

s21m̄k~s!E
2c

c

fk~u!eis~u2x!duds52tyz
L ~x,hk!,

uxu,c,
(20)

E
2c

c

fk~u!du50. (21)

Considering the asymptotic behavior ofK0( ) and I 0( ) for large
arguments@28#, one may prove

lim
s→6`

s21m̄k~s!57m̄k/2. (22)

Therefore special care must be taken in interchanging the
integrations in Eq.~20!. However, if we consider the following
relation:
678 Õ Vol. 70, SEPTEMBER 2003
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E
2`

`

sgn~s!eis~u2x!ds5
2i

u2x
, (23)

and denote

Pk~u,x!52
1

p E
0

`Fs21m̄k~s!1
1

2
m̄kGsin@s~u2x!#ds, (24)

we can transform Eq.~20! into a Cauchy singular integral equa
tion,

m̄k

2p E
2c

c fk~u!

u2x
du1E

2c

c

fk~u!Pk~u,x!du52tyz
L ~x,hk!,

uxu,c.
(25)

The method of Erdogan and Gupta@29# can be employed to solve
Eqs.~25! and ~21! numerically. To this end, we set

fk~u!5
f ~u!

A12u2/c2
, (26)

then Eqs.~25! and ~21! reduce to@29#

5
m̄k

2M (
i 51

M F f ~ch i !

h i2j j
1pcPk~ch i ,cj j ! f ~ch i !G52tyz

L ~cj j ,hk!

p

M (
i 51

M

f ~ch i !50

,

(27)

where h i5cos„p(2i 21)/2M …, j j5cos(pj/M), j 51 . . .M21,
andM is the number of the discrete points off (ch) in (2c,c).

3 Stress Intensity Factors
In the present paper, special attention is devoted to the st

intensity factors~SIF’s! which are defined as

K III
6 5 lim

x→6c6

A2ux2cutyz~x,hk!. (28)

The principal part of the stresstyz(x,hk) at the crack tips is

tyz~x,hk!'
m̄k

2p E
2c

c fk~u!

u2x
du, uuu.c. (29)

Following the procedure of analysis in Ref.@30#, we have

K III
6 5

m̄k

2
Ac f~6c!, (30)

from which the SIF’s can be computed.

4 Numerical Results And Discussion
Numerical results for some particular examples are presente

this section. As the first example, we consider a FGM interfa
layer with a Griffith crack subjected to uniform loadt0 and lying
on the interface between the layer and one component~see Fig. 1,
but the crack is on thex axis!. The shear modulus is assume
varying exponentially,

m~y!5m* exp~by!, (31)

where b is determined bym(h0)5m. The same problem was
studied by Ozturk and Erdogan@6#. Here we use the presen
model to solve this problem. The interface layer is divided inN
sublayers with the same thickness. The convergence of the
merical solution to Eq.~25! was proved by Erdogan and Gup
@29#. However, to ensure enough accuracy of the results an
avoid too much CPU time, we should choose proper values oM
for the present particular problem. To this end, we calculate
SIF’s for smaller and larger values ofm* /m andc/h0 by choosing
different values ofM. The interfacial zone is divided into six
sublayers, i.e.,N56. The results are shown in Table 1 where t
SIF’s are normalized byt0Ac. It is seen that smallerM can ensure
Transactions of the ASME
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enough accuracy for smallerm* /m and/orc/h0 , while largerM is
required for largerm* /m and/orc/h0 . The following calculation is
generally carried out by choosingM540 or 60.

Now we have to answer another question—how many sub
ers should the interfacial zone be divided into so that eno
accurate results can be obtained? To answer this question
calculate the SIF’s form* /m51/22 and 22 withc/h0510 by se-
lecting different values ofN, and list the results in Table 2 (M
560 is chosen in calculation!. Erdogan’s model givesK III /t0Ac
50.737 for m* /m51/22, and 2.5072 form* /m522 ~see Ozturk
and Erdogan@6#!. It is noted thatN56 or 8 can yield results
approximating to Erdogan’s. As a comparison, we calculate
same examples using the PWML model, the solution of which
be obtained by replacingK0(z) and I 0(z) with, respectively,
exp(2z) and exp(z) in above formulation. The interfacial zone
divided inN sublayers with the same thickness. As in Nozaki a
Shindo@31#, the shear modulus in each sublayer is taken to be
value of the midline of the sublayer, but those in the sublay
adjacent to the crack plane are assigned the real value at the
plane in order to eliminate the discontinuity of the shear modu
across the crack plane. The results are also listed in Table 2.
may find that the present new model is more precise than
PWML model for the sameN. Further comparison between the
three models is shown in Fig. 2 which illustrates variations
SIF’s with c/h0 for m* /m522. The solid line is for Erdogan’s
model, the scattered crosses for the present new model witN
56, the scattered dots for the PWML model withN516, and the
dashed line for the PWML model withN56. The former three are
close to each other, while the last one deviates from them asc/h0
increases. That is to say, a biggerN is necessary for the PWML
model than for the present new model to reach the same preci
especially for larger values ofc/h0 .

As mentioned before, the present new model allows for a
trary variation of material properties of the interfacial zone. As
example, we consider a FGM interface layer with the shear mo
lus varying in the form of

m~y!5a1b cos~py/h0!, (32)

where a5(m1m* )/2 and b52(m2m* )/2. The crack is as-
sumed on the midline of the interface layer. The normalized S
for some selected values ofN with m* /m522 ~or equally 1/22!
and c/h051 and 10 are listed in Table 3 (M560 is chosen in

Table 1 Normalized SIF’s for selected values of M, for expo-
nential variation of the shear modulus of the FGM interface
layer

M

m* /m51/22 m* /m522

c/h051 c/h0510 c/h051 c/h0510

20 0.814045 0.708540 1.387912 2.688155
30 0.814164 0.731126 1.387802 2.502428
40 0.814179 0.736229 1.387790 2.489127
50 0.814182 0.739543 1.387787 2.474036
60 0.814183 0.739271 1.387786 2.476729

Table 2 Normalized SIF’s for selected values of N with com-
parison of the present model and the PWML model, for expo-
nential variation of the shear modulus of the FGM interface
layer

N

m* /m51/22 m* /m522

Present model PWML model Present model PWML mod

2 0.736915 0.750788 2.387198 2.688155
4 0.738881 0.743316 2.461473 2.502428
6 0.739271 0.741420 2.476729 2.427718
8 0.739405 0.740654 2.482122 2.454279

10 0.739466 0.740270 2.484583 2.468313
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calculation!. The results of the same problem solved by t
PWML model are also presented in the table. The detailed c
parison is shown in Fig. 3, where the scattered crosses, dots
the dashed line indicate the same quantities as in Fig. 2. Again
can see that the present new model is more efficient than
PWML model.

5 Concluding Remarks
A new multilayered model for fracture analysis of a functio

ally graded interfacial zone with a Griffith crack under the an
plane shearing load is developed in the present paper. To c
the efficiency of the new model, we calculate the SIF’s for so

el

Fig. 2 Variation of SIF’s with c Õh 0 for m* ÕmÄ22, with compari-
son between Erdogan’s model, the PWML model, and the
present new model, for exponential variation of the shear
modulus of the FGM interface layer

Table 3 Normalized SIF’s for selected values of N with com-
parison of the present model and the PWML model, for cosine
variation of the shear modulus of the FGM interface layer

N

c/h051 c/h0510

Present model PWML model Present model PWML mod

2 1.307680 1.153604 2.060753 1.865835
4 1.374017 1.291829 2.114980 2.047207
6 1.388163 1.343830 2.126041 2.094627
8 1.393386 1.366477 2.130123 2.112845

10 1.395866 1.378069 2.132065 2.121659

Fig. 3 Variation of SIF’s with c Õh 0 for m* ÕmÄ22, with compari-
son between the PWML model and the present new model, for
cosine variation of the shear modulus of the FGM interface
layer
SEPTEMBER 2003, Vol. 70 Õ 679
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examples and compare the results with those of Erdogan’s m
and the PWML model. We have found the following advantag
of the new model over the other two models:

~1! The present new model converges faster than the PW
model. For the two examples we considered, the new model
verges with six to eight sublayers, while the PWML model r
quires about twice this number to reach the same precision.

~2! The present new model involves no discontinuities of
material properties, and therefore is expected to be applied in
plane problem of interface cracks to eliminate the stress osc
tion at the crack tip. However, for the PWML model, spec
attention has to be paid to the two sublayers adjacent to
cracks.

~3! Compared with Erdogan’s model, the present one allo
for arbitrary variation of the material properties.
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A Displacement Equivalence-
Based Damage Model for Brittle
Materials—Part I: Theory
In this paper, a displacement equivalence-based damage model for brittle materi
proposed. A new damage deactivation criterion, which depends on both the stres
strain states of the materials, is adopted. Based on the concept of effective stres
virtual undamaged configuration is introduced, and the assumption of displace
equivalence is proposed to correlate the damaged and the virtual undamaged confi
tions. Then, an additional crack-opening-induced normal deformation is introduced,
the three-dimensional (3D) effect of these opened cracks is also considered. The ev
rule of damage is deduced using the Onsager relations, which also ensure that the s
law of thermodynamics is satisfied.@DOI: 10.1115/1.1599914#
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1 Introduction
Brittle materials such as concrete and ceramics are widely u

in engineering structures. Hence, the constitutive models of
brittle materials are continuously studied by researchers. Dam
theories, based on thermodynamics and with damage varia
introduced as the internal state variables to describe the mat
defects, have been used by many researchers to model the b
iors of the materials. With much progress achieved in this area@1#,
the damage-mechanics-based models have been able to accu
account for the microcracking and softening behavior of mater
@2#.

There are three steps in analyzing an engineering problem u
damage mechanics. The first step is to define the damage vari
and to find out how the defects affect the materials’ macrobeh
iors. The second step is to describe the evolution rule of dam
variables, which shows how the stress and strain lead to
damage in the materials. These first two steps essentially esta
the constitutive relationship of materials with defects, i.e., th
established the relations among damage, stress, and strain o
materials. The third step is to use the established constitutive
lationship in the structural analysis to derive the result regard
when the macrodefects~cracks! will appear or when the structure
will fail.

The definition of the damage includes choosing a proper v
able ~with or without apparent physical meaning! to describe the
defects of the materials, and to find out how these defects a
the macrobehaviors of the materials. The damage variables c
be scalar~single or multiple!, vector, second-order, fourth-orde
or even eighth-order tensor@3,4#. The influences of the defects i
the continuum can be studied via three approaches: the effe
stress-based methods, the pure phenomenological methods
the representative-volume-element-~RVE! based methods.

The effective-stress-based methods assumed that there is
tual undamaged configuration corresponding to the real dama
configuration. The virtual undamaged configuration is usually
fined using the concept of the effective area and effective str
and in this case, the damage variables usually have obvious p
cal meaning, e.g., a decrease in the effective area to resist loa

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Dece
ber 21, 2000; final revision, December 1, 2002. Associate Editor: J. W. Ju. Discu
on the paper should be addressed to the Editor, Prof. Robert M. McMeeking, De
ment of Mechanical and Environmental Engineering University of California–Sa
Barbara, Santa Barbara, CA 93106-5070, and will be accepted until four months
final publication of the paper itself in the ASME JOURNAL OF APPLIED MECHAN-
ICS.
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is also assumed that there is a certain equivalent relation betw
these two configurations. Thus, the stress-strain relationship o
damaged materials can be obtained from the corresponding vi
undamaged material via certain preassumed equivalence r
such as the principle of strain equivalence@5#, principle of energy
equivalence@6#, energy correlation hypothesis@7#, and the as-
sumption of displacement equivalence as proposed in this pa
This will be discussed in detail in Sec. 3.

In the pure phenomenological methods, the expression of
tain free energy or strain energy is usually provided directly@8#,
from which the stress-strain relationship is derived. In this ca
the damage variables may not have obvious physical meani
The RVE-based methods are also known as the micromecha
methods, because in these methods, usually an RVE is introdu
and the micromechanical methods are then used to study the
erage behaviors of the RVE, which are viewed as the macro
haviors of the continuum. This category includes the micropla
method @4#, the self-consistent method@9#, the Mori-Tanaka
method@10#, and the generalized geometric definition@11,12#.

Generally, the pure phenomenological definitions are cons
mated in theories, but it is not easy to specify the expression of
free energy. Although the micromechanical definitions could
regarded as the accurate definitions, usually they are too com
cated for practical use. As indicated by Krajcinovic@13#, a purely
micromechanical theory may never replace a properly formula
macrophenomenological theory as a design tool. Compared
the micromechanics definitions, the effective-stress-based de
tions are simple in formulation and thus are widely used in en
neering analysis. But sometimes they are too simplistic in desc
ing the complicated behaviors of the materials, so more def
induced effects need to be taken into account. In this paper,
additional crack-opening-induced normal deformation and
three-dimensional~3D! effect of these opened cracks are thus
troduced to take into account the misfit of crack face and
damage activation under compressive loading.

The evolution rule of damage can also be obtained by th
methods: the experiment-based method, the micromechan
method, and the thermodynamics-based method. The first me
includes curve fitting@14# and statistics based or stochas
method@9,15#. The experiment-based method is able to offer
tional results for the tested cases, but is unable to be genera
to other more complicated cases. As for the second method
micromechanical derivation of microcrack kinetic growth laws
currently achievable only for the case of originally homogeno
linear isotropic elastic solids without microcrack interaction@16#.
The thermodynamics-based method can be divided into three
egories: the associated method, the nonassociated method, an

-
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direct method. The associated method@8# introduces a damage
surface, which defines the reversible domain. The evolution of
damage should be normal to the damage surface~flux rule! and
guarantee that the state variables of the material stay on the
ceeding damage surface~consistent condition!. The associated
method can also be deduced equivalently from the principle
maximum dissipation@17#, or the principle of minimum free en
ergy @18#. The bounding surface method@2# is a generalization of
the theory of bounding surface in plasticity~an associated plastic
ity with a refined hardening rule@19#! and thus is also a kind o
associated method. In the nonassociated method@16,20#, however,
it is not necessary for the flux rule and consistent condition to
derived from the same surface. On the other hand, the d
method directly utilizes certain principles and relations in therm
dynamics, for example, the Onsager relations@21#, or specifies a
dissipation function in the space of thermodynamics,f(Y) ~where
Y is the conjugate variable of damageD!, to deduce the evolution
rule of damage by the relation@22#,

Ḋ52
]f

]Y
. (1)

The difficulty of the thermodynamics-based method lies in how
choose the dissipation potential and damage surface in the s
space or thermodynamics space. Usually, the experimental o
vation is resorted for this@20#, while certain requirements in ther
modynamics are considered, for example, the damage su
should be expressed by a homogeneous function of degree
@23#.

In this paper, a displacement-equivalence-based damage m
for brittle materials is proposed. The damage variable is defi
using an effective-stress-based method. In the next section, a
damage deactivation criterion, which depends on both the st
and strain state of the materials, is discussed. The assumptio
the displacement equivalence between the damaged configur
and the undamaged configuration is proposed in Section 3. T
an additional crack opening induced normal deformation is in
duced, and the 3D effect of these crack openings is also con
ered in Sec. 4. The evolution rule of damage is deduced using
Onsager relations in Sec. 5. The summary and discussion a
nally presented in Sec. 6.

2 Damage Variable and Effective Damage

2.1 Basic Assumptions. In this paper, the virgin materials
are assumed to be homogeneous in macroscale. The defects
material due to loading are assumed to be penny-shaped mi
racks or mesocracks@8#. It is also assumed that only elastic dam
age occurs in the materials, that is to say, there is no plastic
permanent deformation, or any other dissipation in the mater
A second-order damage tensorD is used to depict the damage
the materials. When the principal directions of stress and st
overlap with the principal directions of damage, the problem n
only to be considered in the principal coordinate system.

2.2 Deactivation of Damage Effects. Deactivation of dam-
age effects or unilateral effects refers to the phenomenon
certain cracks do not affect the behavior of the materials un
certain circumstances. For example, the damage due to ten
will not lead to an apparent decrease of elastic modulus w
compressive loading is applied in the same direction becaus
crack closure@24#, as shown in Fig. 1d. One of the approache
used to deal with the unilateral effects is to decompose the p
cipal stress tensor into a positive part and a negative part@22#,
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@s#5F s1 0 0

0 s2 0

0 0 s3

G
5F ^s1& 0 0

0 ^s2& 0

0 0 ^s3&
G2F ^2s1& 0 0

0 ^2s2& 0

0 0 ^2s3&
G
(2)

with the MacCauley brackets

^x&5H x when x.0

0 when x<0
.

The Gibbs energy can be decomposed as

w* 5wT* ~DT ,^s&!1wC* ~DC ,2^2s&!. (3)

Similar to the decomposition of the stress, there is also an
proach to decompose the strain using projection operators@25#.

Dragon and Halm@26# dealt with the unilateral effects in the
principal directions of the second-order damage tensor and u
the strain component as an indicator. If the normal strain com
nent in the principal damage plane, assumed to have a nor
vectorN, is negative, that is,

N•e•N,0, (4)

then the crack in this plane is thought to be closed and have
effect on the free energy.

2.3 Definition of Effective Damage. In this paper, the ef-
fective damageD̃ is used to account for the opening and closin
of cracks as shown in Fig. 1. We assumed that only in case
1d, where the stress and strain are all negative, will the unilate
effect be present. In the other cases~Figs. 1a, 1b, and 1c!, the
cracks will not be able to resist any loading, so the damage
‘‘effective.’’ In fact, Figs. 1a and 1b depict Eq.~4!. As for Fig. 1c,
although the cracks are closed, they cannot withstand any ten
loading if the surfaces of the cracks are assumed to be smo
Otherwise, a permanent deformation due to friction and interlo
on the cracking surfaces will be present, and will contradict w
our basic assumption stated in Sec. 2.1~a detailed discussion is
given in Appendix A!. In fact, the crack surface of a real materi
will never be perfectly smooth, so this assumption only represe
a necessary but not sufficient condition for the damage activat

With this assumption, we define the effective principal dama
components in the principal damage coordinate system as

D̃ i5H Di when s~ i i !>0 or e~ i i !>0

0 when s~ i i !,0 and e~ i i !,0
, (5)

where (i i ) implies no summation convention oni. In the principal
damage coordinate system, the effective damage tensor can
be expressed as

D̃5diag$D̃1 ,D̃2 ,D̃3%. (6)

Fig. 1 Definition of effective damage tensor
Transactions of the ASME
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3 Virtual Undamaged Configuration and Displace-
ment Equivalence

3.1 Assumption of Displacement Equivalence. The effec-
tive stress and the equivalence hypotheses between damage
virtual undamaged configurations are the two basic concept
continuum damage mechanics@7#. For damaged material, the e
fect of the defects is assumed to be mainly on the decrease o
effective area for resisting the load. Thus, the virtual undama
configuration is introduced, as shown in Fig. 2. A point in t
damaged configuration,P:(X), is mapped to a point in the virtua
undamaged configuration,P̃:(X̃), and an area element in the dam
aged configuration,dA, with unit normal vectorN is mapped to
an area element in the virtual undamaged configuration,dÃ, with
unit normal vectorÑ. The distributive load on the surface of th
damaged configuration,T, can be transplanted to the virtual un
damaged configuration following the rule@27#

T•dA5T̃•dÃ or TidAu~X!5T̃idÃu
„X̃~X!… i 51,2,3. (7)

Actually, Eq. ~7! defines the effective stress,s̃, in the virtual
damaged configuration and further determines the relationship
tween the damageD and the mapping functionX̃5X̃(X) @27#:

s̃T5s•~ I 2D !21, ~ I 2D !5detF ]X̃

]XG•F ]X̃

]XG2T

, (8)

whereI is the unit identity matrix and the superscript2T implies
the transposition of the inverse matrix.

The two widely used principles of equivalence between da
aged and undamaged configurations~strain and strain energy! are
reviewed by Li@7#, in which two energy equivalent principles ar
also proposed. These hypotheses focused either on geome
intuition or on energy conservation~accumulated and dissipated!.
In this paper, an assumption of displacement equivalence
adopted and shown below that the equivalence of displacem
~geometrical intuition! can also lead to the equivalence of wo
done by stress~energy conservation!.

Theassumption of displacement equivalencestates that the dis
placement of the real damaged configuration is equal to that o
corresponding virtual undamaged configuration. In other wo
any possible displacement that occurs in the virtual undama
configurationdŨ can be transplanted to the damaged configu
tion following the rule

dU5dŨ or dUi~X!5dŨ i„X̃~X!…, i 51,2,3. (9)

From Eqs.~7! and ~9!, the following relation can be derived:

Fig. 2 Damaged and virtual undamaged configurations
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E E
A~X!

Ti~X!•dUi~X!dA5E E
Ã~X̃!

T̃i„X̃~X!…dŨ i„X̃~X!…dÃ

or

E E
A
T•dUdA5E E

Ã
T̃•dŨdÃ. (10)

The left part of Eq.~10! is the work done by the force applied o
the damaged configuration, and the right part is the work done
the force applied on the virtual undamaged configuration.

According to the first law of thermodynamics, if there is n
mechanical dissipation, thermal flux, or temperature variation
the deformation process, the strain energy accumulated in the
configurations will be equal, as shown in Eq.~10!. If certain me-
chanical dissipation occurs in the process such as plasticity fl
the displacementdU can be decomposed into the reversible pa
dUE, and the irreversible part,dUI . So the equivalence ofdUE

leads to the equivalence of the strain energy accumulated in
two configurations, and the equivalence ofdUI leads to the
equivalence of the energy dissipated in the two configuratio
Because the energy dissipation due to the damage evolution i
included in the assumption of displacement equivalence, this
sumption is different from the energy equivalent principles II pr
posed in Ref.@7#, which requires that the total dissipative ener
in the damaged configuration, including that due to damage e
lution, equals the total dissipative energy in the virtual undama
configuration. But when only elastic damage occurs in the da
aged configuration, there will be no dissipative process in
corresponding virtual undamaged configuration. In this case,
energy equivalent principles II will not be satisfied.

3.2 Application of the Assumption of Displacement
Equivalence. According to the basic assumptions stated in S
2.1, only elastic damage occurs in the deformation process. So
need only to assume that the elastic~or reversible! displacements
of the two configurations are equivalent. We consider the elem
~with lateral lengthl! of the damaged configuration under thre
principal stresses. The stress-strain relationship can be expre
as

e5@S~D !#•s, (11)

where@S(D)# is the secant compliance matrix. Noting that

H e1

e2

e3

J 5@Si j ~D !#H s1

s2

s3

J 5@Si j ~D !#S H s1

0
0
J 1H 0

s2

0
J 1H 0

0
s3

J D
5H e1

1

e2
1

e3
1
J 1H e1

2

e2
2

e3
2
J 1H e1

3

e2
3

e3
3
J , (12)

the strain of the element can be divided into three parts, with e
part corresponding to a principal stress component. But this d
not imply that the total deformation of the element equals the s
of deformations due to the three principal stresses applied s
rately, because the definition of the effective damage@Eq. ~5!#
depends on all of the state variables~D ands!.

Let us consider the part corresponding tos1 first. According to
the concept of effective stress, the effective area for resisting
load, Ã1 , will decrease to

Ã15~12D̃1!A1 , (13)

and the effective stress will increase to

s̃15s1 /~12D̃1!. (14)
SEPTEMBER 2003, Vol. 70 Õ 683
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We can then define a virtual undamaged configuration with a c
sectional areaÃ1 , under the loadings̃1 , as shown in Fig. 3b. The
displacement of the virtual undamaged configuration can be
ther deduced as

Dn
15

s̃1

E
l 5

s1

E~12D̃1!
l ,

(15)

D l
152n

s̃1

E
l̃ 152n

s1

E~12D̃1!
l̃ 152n

s1

E~12D̃1!
AÃ1,

whereDn
1 andD l

1 are the normal and lateral displacements due
s̃1 , respectively, andE and n are the elastic modulus and Poi
son’s ratio of the virgin material, respectively. According to t
assumption of displacement equivalence, the strain of the elem
in the damaged configuration corresponding tos1 is

e1
15

Dn
1

l
5

s1

E~12D̃1!
,

(16)

e2
15e3

15
D l

1

l
52n

s1

E~12D̃1!

AÃ1

AA1

52n
s1

EA12D̃1

.

Similarly, we can obtaine2 ande3, and according to Eq.~12!, the
total strain of the element in the damaged configuration,e, is

e5e11e21e3. (17)

The components ofe can be specified as

H e1

e2

e3

J 5
1

E F 1 2nA12D̃1 2nA12D̃1

2nA12D̃2 1 2nA12D̃2

2nA12D̃3 2nA12D̃3 1
G H s̃1

s̃2

s̃3

J ,

(18)

where the effective stress componentss̃ i5s i /(12D̃ i).

3.3 Comparison of the Strain, Energy, and Displacement
Equivalency. From Eq. ~18!, it is apparent that the differenc
between the assumption of displacement equivalence and the
ciple of strain equivalence lies in the fact that the former has
effect on Poisson’s ratio while the latter does not. According to
assumption of displacement equivalence, the lateral deforma
due to effective stress occurs only in the effective areaÃ in the
virtual undamaged configuration. So the average lateral defor
tion in the nominal area,A in the damaged configuration, wil
decrease becauseA>Ã, and the lateral strain of the damage
configuration is thus smaller than that of the virtual undama
configuration. Actually, the principle of strain equivalence defin

Fig. 3 Assumption of displacement equivalence
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a rule to transplant the strain component from the virtual unda
aged configuration to the damaged configuration, i.e.,

]Ui

]Xj
~X!5

]Ũ i

]X̃j

„X̃~X!…, i , j 51,2,3. (19)

However, according to the assumption of displacement equ
lence, Eq.~9!, we have

]Ui

]Xj
~X!5

]Ũ i

]Xj
„X̃~X!…5

]Ũ i

]X̃k

„X̃~X!…
]X̃k

]Xj
, i , j ,k51,2,3.

(20)

Equations~19! and ~20! demonstrate the difference between t
principle of strain equivalence and the assumption of the displa
ment equivalence.

From Eq.~20!, the density of complementary strain energy
the damaged configuration can be derived, under the assum
of displacement equivalence, as

Wc~s,D !5
1

2
s i j e i j 5

1

2
s i j

1

2 S ]Ui

]Xj
1

]U j

]Xi
D

5
1

2
s i j

]Ui

]Xj
5

1

2
s i j

]Ũ i

]X̃k

]X̃k

]Xj
,

i , j ,k51,2,3. (21)

According to the principle of strain energy equivalence, t
complementary strain energy in per unit volume of damaged
terial remains the same as that in the per unit volume of virt
undamaged material, i.e.,

Wc~s,D !5W̃c~ s̃ !5
1
2s̃ i j

]Ũ j

]X̃i

(22)

@noting that in Eq.~22!, s̃ is not a symmetric tensor, so the con
jugated variable ofs̃ i j should be]Ũ j /]X̃i ]. According to Eq.~8!,
the density of complementary strain energy in the virtual unda
aged configuration can be derived as

W̃c~ s̃ !5
1
2s̃ i j

]Ũ j

]X̃i

5
1
2s jk

1

det@]X̃/]X#

]X̃i

]Xk
z
]Ũ j

]X̃i

——→
i⇒k, k⇒ j , j ⇒ i

1
2s i j

1

det@]X̃/]X#

]Ũ i

]X̃k

]X̃k

]Xj
. (23)

Comparing Eq.~21! with Eq. ~23!, we can find that the assump
tion of displacement equivalence defines a relationship betw
the complementary strain energy density of damaged and vir
undamaged material as

Wc~s,D !5detF ]X̃

]XG•W̃c~ s̃ !. (24)

Noting thatdṼ5det@]X̃/]X#•dV, wheredV and dṼ are the vol-
umes of the elements in the damaged and virtual undamaged
figurations, respectively. Hence, we can find that the differe
between the assumption of displacement equivalence@Eq. ~24!#
and the principle of the strain energy equivalence@Eq. ~22!# lies in
the fact that the former considers the variation of volume from
damaged configuration to the virtual undamaged configurat
but the latter does not.
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4 Additional Normal Strain Due to Crack Opening
and 3D Effect of Cracks

4.1 Additional Normal Strain Due to Crack Opening.
Extra strain has been used to consider the dilatancy effect in
brittle materials@28#. In this paper, it is attributed to the misfit o
crack faces, and considered using additional normal strain du
cracking open. We assumed that the crack opening will lead to
additional normal strain as shown in Fig. 4, and the total norm
strain will increase to

e~ i i !5
e~ i i !8

~12D̃ i !
d

, (25)

whered is a model parameter ande ( i i )8 is the normal strain ob-
tained from Eq.~18!. From Eqs.~18! and ~25!, we obtain
p

i

i
t
r
a

a
f

o
l
e
h

n

n

z

Journal of Applied Mechanics
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al

Fig. 4 Increase of normal strain caused by opening of cracks
H e11

e22

e33

J 5
1

E F ~12D̃1!212d 2n~12D̃1!2d~12D̃2!20.5 2n~12D̃1!2d~12D̃3!20.5

2n~12D̃1!20.5~12D̃2!2d ~12D̃2!212d 2n~12D̃2!2d~12D̃3!20.5

2n~12D̃1!20.5~12D̃3!2d 2n~12D̃2!20.5~12D̃3!2d ~12D̃3!212d
G H s11

s22

s33

J . (26)
am-
al

ela-
We assumed thatd50.5, so as to ensure that the secant com
ance matrix in Eq.~26! is symmetric.

4.2 3D Effect of Crack Opening. When uniaxial compres-
sion is applied as shown in Fig. 5, according to Eq.~5!, D̃350,
and according to Eq.~26! the elastic moduluss3 /e3 will not
change. But it is well known that, in reality, there is degradat
of the elasticity modulus in direction 3. The micromechanic
analysis and experimental results@29# indicated that it is the fric-
tional sliding on the preexisting slant flaws that leads to tens
cracking and splitting in the direction of the compression load
~as illustrated in Fig. 5a!. Thus, the degradation of the elastici
modulus under compression is due to a different mechanism f
that under tension. Some authors used different damage vari
for the tension loading and the compression loading, and the
damages hence evolved independently@30#.

However, according to micromechanical analysis@29#, the deg-
radation of the materials’ behavior in the direction of compress
due to the microscale frictional sliding can also be measured
expressed by the damagesD̃1 and D̃2 , which are attributed to
microscale tension cracking. Therefore, the cracks in brittle m
rial, which are considered to be all penny-shaped, can also a
the elastic performance in the direction parallel to the crack
plane.

However, the complicated result of the micromechanical ana
sis may not be suitable for use in an effective-stress-based m
which is supposed to be simple and easy for engineering app
tion, as indicated in Sec. 1. So, in this paper, we introduc
so-called 3D effect of the crack opening to account for this p
nomenon, which assumes that there is a stress release zone a
each preexisting flaw@31# and the tension crack will lead to a
enlargement of the stress release zone. It thus leads to a dec
of the effective area in the direction of compression, as show
Fig. 5b. To take into account this 3D effect, a new damage va
able has been defined,

v i5H ~12D̃ i ! when s i>0 or e i>0

~12D̃1!b~12D̃2!b~12D̃3!b when s i,0 and e i,0
,

(27)

whereb is a model parameter related to the stress release
li-

on
al

ion
ng
y
om
bles
two

ion
or

te-
fect
ing

ly-
del,
ica-

a
e-

round

rease
in

ri-

one

around each crack opening. Therefore, corresponding to the d
aged configuration with the 3D effect, we define a new virtu

undamaged configuration with cross sectionÃi5Aiv i . Similar to
the method used in Secs. 3.2 and 4.1, the new constitutive r
tionship can be expressed as

H e1

e2

e3

J 5
1

E F v1
23/2 2nv1

21/2v2
21/2 2nv1

21/2v3
21/2

2nv1
21/2v2

21/2 v2
23/2 2nv2

21/2v3
21/2

2nv1
21/2v3

21/2 2nv2
21/2v3

21/2 v2
23/2

G
3H s1

s2

s3

J , (28)

and it is exactly the same as Eq.~26!, if v i is replaced by (1

2D̃ i). The Gibbs free energy can be written as

Fig. 5 Stress release zones under uniaxial compression
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•F v1
23/2 2nv1

21/2v2
21/2 2nv1

21/2v3
21/2

2nv1
21/2v2

21/2 v2
23/2 2nv2

21/2v3
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2nv1
21/2v3

21/2 2nv2
21/2v3

21/2 v3
23/2

G
•H s1

s2

s3

J (29)

It should be noted that the additional normal strain introduced
Eq. ~25! and the 3D effect introduced in Eq.~27! are just assump-
tions based on experimental observation and other researc
work. They may lack rigorous mechanical basis and may
viewed as compromises between the rigorous mechanical ana
and the engineering application.

5 Evolution of Damage
Although ‘‘thermodynamics alone does not provide all the n

essary prerequisites for the formulation of a rational and succ
ful continuum mode’’@3#, it is still the most convenient tool avail
able to deduce a damage evolution rule, especially when
definition of the damage has been given, e.g., Eq.~28!, and when
the experimental results are still inadequate.

As an irreversible process, the evolution of damage must sa
the second law of thermodynamics, which means that the diss
tion f must not be negative, i.e.,

f5fD1fP1fT1¯>0, (30)

where the subscriptsD, P, andT indicate the dissipation due t
damage evolution, plasticity flux, and temperature variation,
spectively. We assume that the dissipation due to damage ca
uncoupled from the other two dissipation forms as the other
dissipations are not considered according to the basic assump
stated in Sec. 2.1. Therefore, from continuum damage mecha
@20# we obtain

fD52Y:Ḋ>0, (31)

whereḊ is the rate of damage, andY is the ratio of strain energy
density release, which is defined as

Y52
]w*

]D
, (32)

where w* is the Gibbs free energy. According to Onsager re
tions, Eq.~31! will always be satisfied if we choose

Ḋ i52Fi j Yj , (33)

where the matrixF is positively definitive. As indicated in Appen
dix B, matrix F can be specified as

F5diag$F11,F22,F33%. (34)

So, Eq.~29! can serve as an evolution equation of the dama
and, from Eqs.~29!, ~32!, and~33! we obtain

Ḋ i5Fi j

]w*

]D j
5

Fi j

2
skl

]ekl~D,s!

]D j
. (35)

It should be pointed out that the evolution rule, Eq.~33!, can also
be derived by first specifying a dissipation function in the therm
dynamics space, i.e.,

f5
1
2Fi j YiYj , (36)

and then applying the relation in Eq.~1!.
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6 Summary and Discussion
In this paper, a displacement equivalence-based damage m

for brittle materials is proposed based on the concept of effec
stress and virtual undamaged configuration. A new damage d
tivation criterion, which depends on both the stress and st
states of the materials, is adopted. According to the discus
given in Appendix A, the new criterion can lead to more reaso
able results in some ideal cases under the basic assumptions
in Sec. 2.1. However, for the real engineering materials, the cr
rion is a conservative assessment of the ability of the materia
withstand loading.

The assumption of displacement equivalence between the d
aged configuration and the undamaged configuration is propo
It has been proven that the equivalence of displacement~geo-
metrical intuition! also leads to the equivalence of work done
stress~energy conservation!. However, the principle of equivalen
strain does not consider the damage effect on Poisson’s ratio,
the principle of equivalent strain energy does not consider
geometrical change of the material. For example, it does not c
sider the decrease of the effective volume.

Also, an additional crack-opening-induced normal deformat
is introduced to take into account the misfit of the crack face. T
microscale mechanism of the 3D effect of the crack opening
also discussed and considered using the concept of stress re
zones, from the macroscale viewpoint. The evolution rule of da
age is deduced using the Onsager relations.
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Appendix A. Discussion on Damage Deactivation Crite-
rion

The element shown in Fig. 6a is under a plane stress state. Fir
increases1 until s15s0 , and keep it constant~assume that no
damage occurred in the process!. Then, increases2 under dis-
placement control until the remaining strength is smaller th
ns0 . Finally, unloads2 . According to the basic assumption
stated in Sec. 2.1, no permanent deformation will occur, as sh
in Fig. 6b. Again, reloads2 , and if we follow Eq.~4!, D2 will not
be active untile2.0, that iss2.ns0 ~as shown in Fig. 6c!, and

Fig. 6 Comparison of the damage deactivation criterion given
by Eqs. „4… and „5…
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this is an unreasonable result. If we follow Eq.~5!, D2 will always
be active, and the reload routine seems more reasonable.

But it should be noted that whene2,0, according to Eq.~28!,
we must haves2,2n f t , where f t is the tensile strength of the
material. For brittle materials such as concrete,f t'0.1f c and
n'0.2; hence the loading is less than 0.04f c . Thus we can say
that the difference between Eqs.~4! and ~5! is small.

In the actual deformation process of brittle materials, the cra
ing surface would assist in withstanding some tensile load bec
of the friction and interlock on the surface, making Eq.~5! a
conservative assessment@while Eq. ~4! may be an overassess
ment#. In fact, the change from an activation or deactivation st
of the damage to the other state is not so abrupt, but gradua
using this proposed criterion, the discontinuity of the stress-st
response seems inevitable when the unilateral condition ta
place. As pointed out by Caboche@32#, no theory can ensure tha
the continuity of the stress-strain response, the symmetry of e
tic stiffness and the complete anisotropy will all be simultaneou
satisfied.

Appendix B. Diagonalization of Matrix F
Consider a brittle material under uniaxial compression in

direction 3. According to Eq.~33!, the evolution equation is

H Ḋ1

Ḋ2

Ḋ3

J 5F F11 F12 F13

F21 F22 F23

F31 F32 F33

G H y1

y2

y3

J . (B1)

From Eqs.~27! and ~29! we know that the Gibbs free energ
w* 5w* (D1 ,D2), so

y15
]w*

]D1
Þ0, y25

]w*

]D2
Þ0, y35

]w*

]D3
50,

Ḋ35F31y11F32y250. (B2)

Because of the symmetry of directions 1 and 2, one can obta

y15y2 , F315F32. (B3)

Hence, it must beF31[0, F32[0. If we change the direction o
load to be along direction 1 and direction 2, respectively, we
obtain

Fi j [0 when iÞ j . (B4)
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A Displacement Equivalence-
Based Damage Model for Brittle
Materials—Part II: Verification
This paper focuses on the application of the damage model for brittle materials prop
in the preceding paper on theory. The evolution rule of damage derived using the On
relations is specified according to the experimental observation. The loading-unloa
condition is discussed and the tangent modulus is derived. Then, the determination
modal parameters is presented. For verification, the proposed model is applied to
crete under uniaxial and biaxial loading, and the numerical results are compared
those of other researchers and with the experimental results. The results are gener
good agreement and the proposed model is considered worthy for further rese
work. @DOI: 10.1115/1.1599915#
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1 Introduction
In the preceding paper@1# on theory, a displacemen

equivalence-based damage model for brittle materials is propo
A new damage deactivation criterion, which depends on both
stress and strain states of the materials, is adopted. Based o
concept of effective stress, the virtual undamaged configurat
are introduced, and the assumption of the displacement equ
lence is proposed to correlate the damaged and virtual undam
configurations. Then, an additional crack-opening-induced nor
deformation is introduced to take into account the misfit of cra
faces. The three-dimensional~3D! effect of these opened cracks
also considered. The evolution rule of damage is deduced u
the Onsager relations.

This paper focuses on the application of the proposed displ
ment equivalence based damage model. The damage evol
rules are discussed in detail in Sec. 2 for the uniaxial and mu
axial loading cases. The loading-unloading condition and the
gent modulus are also presented. The model parameters are
cussed in Sec. 3. In Sec. 4, the proposed model is applie
concrete under uniaxial and biaxial loading, and the results
compared with those of the other researchers and with the
lished experimental results. Finally, the limitation of the propos
model and the further work are discussed in Sec. 5.

2 Evolution of Damage
In the preceding paper, the effective principal damage com

nents are defined, as expressed in Eq.~1!, to consider the activa-
tion and deactivation of damage in the principal damage coo
nate system:

D̃ i5H Di when s~ i i !>0 or e~ i i !>0

0 when s~ i i !,0 and e~ i i !,0
. (1)

Then the secant compliance matrix is derived, as expressed in
~2!, from the assumption of displacement equivalence and
consideration of the additional normal strain and the 3D effec
the crack opening:

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Dece
ber 21, 2000; final revision, December 1, 2001. Associate Editor: J. W. Ju. Discu
on the paper should be addressed to the Editor, Prof. Robert M. McMeeking, De
ment of Mechanical and Environmental Engineering University of California–Sa
Barbara, Santa Barbara, CA 93106-5070, and will be accepted until four mo
after final publication of the paper itself in the ASME JOURNAL OF APPLIED ME-
CHANICS.
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H e1

e2

e3

J 5
1

E F v1
23/2 2nv1

21/2v2
21/2 2nv1

21/2v3
21/2

2nv1
21/2v2

21/2 v2
23/2 2nv2

21/2v3
21/2

2nv1
21/2v3

21/2 2nv2
21/2v3

21/2 v2
23/2

G
3H s1

s2

s3

J 5@Si j #H s1

s2

s3

J , (2)

where S is the secant compliance matrix, andv is the damage
variable taking into account the 3D effect of the crack open
under compressive loading, which is defined as

v i5H ~12D̃ i ! when s i>0 or e i>0

~12D̃1!b~12D̃2!b~12D̃3!b when s i,0 and e i,0
.

(3)

Also a rate-dependent evolution rule of damage is deduced u
the direct method:

Ḋ i5Fi j

]w*

]D j
5

Fi j

2
skl

]ekl~D,s!

]D j
,

(4)

Fi j 5H F ~ i i ! when i 5 j

0 when iÞ j

In this section, the rate-independent form of the damage evolu
rule is embodied for the uniaxial and multiaxial loading cas
respectively.

2.1 Uniaxial Tension. In the case of uniaxial tension, with
s1.0, s25s350, from Eq. ~1! we know thatD̃15D1.0, D̃2

5D̃350, and from Eq.~3! we know that

v15~12D1!, v25v351. (5)

Substituting Eq.~5! into Eq. ~2!, we obtain

-
sion
part-
nta
nths
© 2003 by ASME Transactions of the ASME



d

s

he

ge
H e1

e2

e3

J 5
1

E 3
1

A~12D1!3

2n

A~12D1!

2n

A~12D1!

2n

A~12D1!
1 2n

2n

A~12D1!
2n 1

4 H s1

0
0
J .

(6)

So, Eq.~4! becomes

Ḋ15
F11

2
skl

]ekl~D,s!

]D1
5

3F11s1
2

4E
~12D1!22.5, Ḋ25Ḋ350.

(7)

According to the experimental observation by Dong et al.@2#, it is
apparent that the ratio of the damage,Ḋ, will become very small
whenD→1. We can ensure this tendency by choosingF11 to be

F115F1~12D1!g t, (8)

whereF1 is a positive constant andg t is a model parameter use
to depict the tendency of the strain, especially in the soften
phase. Thus, the damage evolution equation for uniaxial ten
can be written as

Ḋ15
3F1s1

2

4E
~12D1!g t22.5. (9)
i

Journal of Applied Mechanics
ing
ion

Assuming thatė1 is kept constant when loading, we can obtain t
analytical expression of the stress-strain relationship. Equation~9!
can be rewritten as

dD15Ḋ1dt5
1

~de1 /dt!
Ḋ1de15a t

s1
2

E
~12D1!g t22.5de1 ,

(10)

wherea t53F1/4ė1 is a model parameter. Rewrite Eq.~10! as

~12D1!2g t20.5dD15a tEe1
2de1 (11)

and integrate Eq.~11! to obtain the relationship between dama
and strain,

Ct2~0.52g t!
21~12D1!~0.52g t!5

1
3a tEe1

3, (12)

whereCt is an integration constant.

2.2 Uniaxial Compression. In the case of uniaxial com-
pression withs15s250, s3,0, from Eq.~1! we know thatD̃1

5D15D̃25D25D.0, D̃350, and from Eq.~3! we know that

v15~12D1!5v2512D2 , v35~12D1!b~12D2!b.
(13)

Substituting Eq.~13! into Eq. ~2!, we obtain
H e1

e2

e3

J 5
1

E 3
1

A~12D1!3

2n

A~12D1!~12D2!

2n

A~12D1!112b

2n

A~12D1!~12D2!

1

A~12D2!3

2n

A~12D2!112b

2n

A~12D1!112b

2n

A~12D2!112b

1

A~12D1!3b~12D2!3b

4 H 0
0
s3

J . (14)
t
ssed
ing
from
From Eq.~14!, we derive

Ḋ15
F

2
skl

]ekl~D1 ,D2 ,s!

]D1
5

3Fbs3
2

4E
~12D !23b21

5Ḋ25Ḋ, Ḋ350. (15)

We can also choose the positive functionF as

F5F8~12D !gc (16)

Assuming thatė3 is kept constant when loading, Eq.~15! can be
rewritten as

~12D !123b2gcdD52acbEe3
2de3 , (17)

where ac53F8/4ė3 is also a model parameter. Integrating E
~17!, we can derive the relationship between damage and stra

Cc2~223b2gc!
21~12D !223b2gc52

1
3acbEe3

3, (18)

whereCc is an integration constant.
q.
n as

2.3 Multiaxial Loading. For the multi-axial loading case, i
is assumed that the damage evolution equation can be expre
using the model parameters introduced for the uniaxial load
cases. Therefore, the damage evolution equation is deduced
Eqs.~4!, ~8!, ~10!, ~16!, and~17! as

dDi5(
j 51

3
2

3
a js j~12Di !

g j
]e j

]Di
de j . (19)

Here, the model parametersa j and g j are eithera t or ac , and
either g t or gc , respectively, depending on eithers j.0 or s j
,0. ]e j /]Di can be deduced from the constitutive equation~2! as

]e j

]Di
5

1

E (
k51

3 F2
3

2
v j

25/2
]vk

]Di
dk j

1
n

2 S v j
23/2vk

21/2
]v j

]Di
1v j

21/2vk
23/2

]vk

]Di
D ~12dk j!Gsk ,

(20)

wheredk j is the Kroneker symbol and
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]v i

]D j
5H 2bv i~12D j !

21 when ~ iÞ j ! and ~s j.0 or e j.0! and ~s i,0 and e i,0!

21 when ~ i 5 j ! and ~s j.0 or e j.0!

0 when all others.

(21)
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2.4 Loading-Unloading Condition. It is apparent from the
damage evolution equations for the uniaxial loading case,
Eqs. ~10! and ~17!, that it will be convenient to express th
loading-unloading condition using the tensile strain. Hence,
uniaxial tension, the loading-unloading condition can be
pressed as

dD15H Eq. ~10! when e15max$e t
cr ,e1

max%

0 when e1,max$e t
cr ,e1

max%
. (22)

wheree t
cr is the damage threshold under uniaxial tension, ande1

max

is the maximum tensile strain in the whole loading history. F
uniaxial compression, it can be expressed as

dD15H Eq. ~17! when e15max$ec
cr ,e1

max%

0 when e1,max$ec
cr ,e1

max%
, (23)

where ec
cr is the damage threshold under uniaxial compress

ande1
max is the maximum lateral tensile strain in the loading h

tory. The damage threshold,e t
cr andec

cr , will be discussed in the
next section.

For the multiaxial loading case, the loading-unloading con
tion can also be written by combining those under axial loadi
To do this, we rewrite Eq.~19! as

dDi5(
j 51

3

dDi
j , (24a)

dDi
j5

2

3
a js j~12Di !

g j
]e j

]Di
de j , (24b)

wheredDi
j is the increment of damage due to stresss j and thus

dDi
j5H Eq. ~24b! when e i5max$e i

cr ,e i
max%

0 when e i,max$e i
cr ,e i

max%
, (25)

wheree i
cr is e t

cr whens j.0, or ec
cr whens j,0, ande i

max is the
maximum tensile straine i in the loading history. The evolution
equation in this section can also be deduced using the nonas
ated method, as shown in Appendix A.

2.5 Tangent Modulus. The tangent modulus is useful fo
the numerical analysis. From Eq.~2!, one can obtain

de5
]e

]D
dD1Sds, (26)

where de5$de1 de2 de3%
T, ds5$ds2 ds2 ds3%

T, dD
5$dD1 dD2 dD3%

T, and the matrix@]e j /]Di # is given in Eq.
~20!. Rewrite Eq.~24! as

dD5@Ai j #•de, (27a)

Ai j 5
2
3a js j~12Di !

g j
]e j

]Di
. (27b)

From Eqs.~26! and ~27!, the tangent modulus can be derived a

ds5S21S I 2
]e

]D
•AD •de, (28)

whereI is the unit identity matrix.
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3 Determination of Model Parameters
There are seven model parameters in Eqs.~2!, ~12!, and ~18!,

namely,b, a t , ac , g t , gc , Ct , andCc . Ct andCc are used to
describe the thresholds of damage. When the tensile strain
reaches the thresholds of damage, it is assumed to bee t

cr in
uniaxial tension andec

cr in uniaxial compression. SettingD150
andD50 in Eqs.~12! and ~18!, respectively, we can obtain

Ct5~
1
22g t!

211
1
3a tE~e t

cr!3, (29)

Cc5~223b2gc!
212

1
3acbE~2ec

cr/n!3. (30)

It is also apparent from Eqs.~12! and~18! that it isgc andg t that
determine the tendency of the strain while damage increases
example in Eq.~12!, e1→`, whenD1→1 if g t.0.5; and ifg t
,0.5, e1 is limited whenD1→1. So in practice,g t and gc are
used to describe the behavior of concrete in the softening ph

When uniaxial compression is applied, the ratio of the late
strain to the normal one is

e1

e3
5

e2

e3
52~12D !1/222b52nc . (31)

We notice that ifb,0.25, the Poisson ratio under uniaxial com
pression,nc , will increase when the damageD develops; thus,b
can be used to consider the dilatancy effect.a t , ac , Ct and Cc
are used to fit the performance parameters of material. From
~6! and ~12!, we can derive the damage value when the mate
reaches its maximum tensile strength~See Appendix B! as

D1* 512F 4.5Ct

4.5~0.52g t!
2111

G 1/~0.52g t!

. (32)

When the material reaches its maximum compressive strength
damage will be

D* 512F 9bCc

9b~223b2gc!
2111

G 1/~223b2gc!

. (33)

The expressions of the uniaxial tension and compression stre
and the corresponding strains (f t , f c , e t , and ec) can thus be
obtained from Eq.~2!:

e t5F 3

a tE

~0.52g t!

52g t
CtG1/3

, (34)

f t5Ee t~12D1* !3/2, (35)

ec5F 3

acbE

223b2gc

216b2gc
CcG1/3

, (36)

f c5Eec~12D* !3b. (37)

Therefore, the constantsa t , ac , Ct , andCc can be resolved as
Transactions of the ASME
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5
5
4
2
6
1

Ct5F ~0.52g t!
211

2

9G S f t

Ee D ~122g t!/3

, (38)

Table 1 Material parameters of the six grades of concrete

No. E (GPa) n f c (MPa) ec f t (MPa) e t

1 17.2 0.2 40.0 0.0029 4.14 0.0004
2 21.4 0.2 50.3 0.0030 5.24 0.0004
3 27.6 0.2 73.8 0.0036 7.59 0.0005
4 40.7 0.16 47.23 0.0019 3.10 0.0001
5 60.0 0.15 71.09 0.0022 3.96 0.0001
6 64.1 0.15 107.29 0.0020 5.63 0.0002
t

o

Journal of Applied Mechanics
a t5
3E2

f t
3

0.52g t

52g t
CtF 4.5Ct

4.5~0.52g t!
2111

G 9/~122g t!

, (39)

Cc5F ~223b2gc!
211

1

9bG S f c

Eec
D ~223b2gc!/3b

, (40)

ac5
3E2

f c
3b

223b2gc

216b2gc
CcF 9bCc

9b~223b2gc!
2111

G 9b/~223b2gc!

.

(41)

With these formulas, the stress-strain relationships under unia
tension and compression can then be written as
s15H E~12D1!3/2e15Ee1@~
1
22g t!~Ct2

1
3 a tEe1

3!#3/~122g t! when e1.e t
cr

Ee1 when e1<e t
cr

(42)

and

s35H E~12D !3be35Ee3@~223b2gc!~Cc1
1
3 acbEe3

3!#3b/~223b2gc! when e1.ec
cr

Ee3 when e1<ec
cr

(43)
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4 Numerical Examples
As a preliminary study, the proposed model is applied to c

crete under uniaxial and biaxial loading, and the numerical res
are compared with those of the other researchers and with
experimental results published by Fonseka and Krajcinovic@3#, Li
and Ansari@4#, Dong and Xie@5#, and Tasuji et al.@6#.

Fig. 1 Stress-strain response of concrete under uniaxial ten-
sion
n-
ults
the

4.1 Stress-Strain Response of Concrete Under Uniaxia
Loading. The six grades of concrete used by Fonseka and K
jcinovic @3# and Li and Ansari@4# are considered. The materia
parameters are listed in Table 1. The stress-strain curves obta
are compared with their experimental results as depicted in F
1–4. The curves depicting stress versus Poisson’s ratio u

Fig. 2 Stress-strain response of concrete under uniaxial com-
pression
SEPTEMBER 2003, Vol. 70 Õ 691
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uniaxial compression are also compared, in Fig. 5, with the w
of Fonseka and Krajcinovic and a typical experimental result
Dong and Xie@5#. Figure 6 compares the volume-strain respon
of concrete under uniaxial compression obtained by Fonseka
Krajcinovic @3# with that obtained by the proposed model.

Figure 1 indicates that under uniaxial tension, the propo
model leads to a decrease of the lateral strain after the peak.
implies that unloading occurs in the lateral direction while load
progressed in the normal direction. Figures 2, 5, and 6 all sh
that the proposed model leads to more reasonable lateral st
and volume strains under uniaxial compression than the othe
searchers’ results, as compared with the experimental obse
tions. This is attributed to the fact that we have taken into acco

Fig. 4 Stress-strain response of high-strength concrete under
uniaxial compression

Fig. 3 Stress-strain response of high-strength concrete under
uniaxial tension
692 Õ Vol. 70, SEPTEMBER 2003
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the additional normal strain caused by the crack opening, as g
in Eq. ~25!, in the preceding paper on theory. Figures 3 and
show the application of the proposed model on high-strength c
crete, and the results seem comparable with the experimental

4.2 Stress-Strain Response of Concrete Under Biaxia
Loading. The stress-strain response of concrete under bia
loading, for which the experimental data are available in Ref.@6#,
is also considered. The numerical and experimental results
compared in Figs. 7–9. Figure 10 shows the predicted bia
ultimate strength envelope.

Figure 7 shows that under biaxial compression, the numer
result is comparable with the experimental results. However, F
8 shows that the numerical-analysis-produced ultimate stren

Fig. 6 Volume strain response of concrete under uniaxial
compression

Fig. 5 Stress—Poisson’s ratio response of concrete under
uniaxial compression
Transactions of the ASME
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are smaller than that of the experiment under biaxial compress
tension. This may be attributed to the fact that in the experim
friction exists on the surfaces under compression of the conc
specimen. This friction will have a restraining effect on the te
sion failure in the direction ofs1 . That is to say, the specimen
in fact not under perfect compression-tension loading, while id
compression-tension loading is assumed in numerical simula
and this effect of friction is not considered. Thuss1 will have a
larger effect on the tension failure, which caused the differe

Fig. 8 Stress-strain response of concrete under biaxial com-
pression tension

Fig. 7 Stress-strain response of concrete under biaxial
compression
Journal of Applied Mechanics
ion-
nt,
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n-
s
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between the two curves. This postulation is illustrated in Fig. 8
casess1 /s3520.25 ands1 /s3520.05. In the former case the
effect of friction is smaller than that in the latter case, thus hav
a better agreement with the experimental result. Figure 9 sh
that the numerical results under biaxial tension agree well with
experimental curves, except for the case ofs1 /s251, where the
e3;s1 curves differ even during the elastic phase. The predic
biaxial ultimate strength envelope is shown in Fig. 10, and it a
agrees with those reported by the other researchers@6–8#.

Fig. 10 The predicted biaxial ultimate strength envelope of
concrete

Fig. 9 Stress-strain response of concrete under biaxial
tension
SEPTEMBER 2003, Vol. 70 Õ 693
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5 Conclusions
This paper focuses on the application of the displacem

equivalence-based damage model for brittle materials propose
the preceding paper on theory@1#. The evolution rule of damage
derived in the preceding paper using Onsager relations is app
to the cases of uniaxial and multiaxial loading. The loadin
unloading condition is discussed and the tangent modulus is
rived. The determination of the model parameters is then p
sented. The proposed model is applied to concrete under uni
and biaxial loading, and the numerical results are compared
those of other researchers and with the published experime
results. The results are generally in good agreement and the
posed model is considered to be worthy of further investigatio

However, the proposed model has been simplified because
material has been assumed to be totally brittle. This implies
there is only elastic damage, which leads to the degradation o
mechanical behaviors of the material, and no plasticity will oc
in the material. Therefore it would be difficult to predict the r
sponse of brittle material under triaxial compression in which
plastic behavior is apparent, according to the experimental ob
vation given in Ref.@4#. So in future work, coupling between th
damage and plasticity~also under the assumption of displaceme
equivalence! should be considered.

In addition, another limitation of the proposed model is that
principal axis of damage should coincide with those of the str
and strain. To solve this problem, one could consider the sh
stress and shear strain in the coordinate system of principal d
age @9#. An alternative approach is to adopt the idea of rotat
cracks in the smear crack model@10#, i.e., to define a specia
damage evolution rule to force the principal axes of damage
coincide with those of the stress and strain.
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Appendix A: Derivation of Damage Evolution Rule Us-
ing the Nonassociated Method

First, decompose the ratio of strain energy density release

Yi5
]w

]Di
5

]( j 51
3 w j

]Di
5(

j 51

3

Yi
j ,

Yi
j5

]w j

]Di
5s j

]e j

]Di
~no summation forj !. (A1)

Then, introduce the nine flux potentials of damage,gi
j (Y,D), i , j

51,2,3:

gi
j~Y,D !5

1
3a j~12Di !

l j~Yi
j !2. (A2)

According to the normal flux rule, the increment of damage can
written as

dDi
j5dl i

j
]gi

j

]Yi
j
5dl i

j 2
3a j~12Di !

g jYi
j

5
2
3a j~12Di !

g js j

]e j

]Di
dl i

j , i , j 51,2,3 (A3)

wheredl i
j are the damage consistency parameters which de

the damage loading-unloading conditions according to the Ku
Tucker relations@11#

dl i
j>0, dl i

j~e i2max$e i
cr ,e i

max%!50, e i2max$e i
cr ,e i

max%<0.
(A4)

So the damage evolution equation can be expressed as
694 Õ Vol. 70, SEPTEMBER 2003
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dDi5(
j 51

3

dDi
j5(

j 51

3

2
3a j~12Di !

g js j

]e j

]Di
dl i

j . (A5)

Equation~A5! is are the same as Eq.~25!, as long as we set the
damage consistency parameters to be

dl i
j5H ude j u when e i5max$e i

cr ,e i
max%

0 when e i,max$e i
cr ,e i

max%
(A6)

and reverse the sign ofa j , whende j,0.

Appendix B: Damage Value Corresponding to Tensile
and Compressive Strength

For the case of uniaxial tension, from Eqs.~6! and~12!, we can
obtain

s1
35

3E2

a
@Ct2~0.52g t!

21~12D1!0.52g t#~12D1!4.5, (B1)

ds1
3

dD1
5

3E2

a
~12D1!3.5$@4.5~0.52g t!

2111#

3~12D1!1/2g t24.5Ct%. (B2)

So whenD151 or

D1512F 4.5Ct

4.5~0.52g t!
2111

G 1/~0.52g t!

,

s1
3 can reach its extreme value.D151 represents a trivial solution

and thus is discarded.
For the case of uniaxial compression, similar to the case

uniaxial tension, from Eqs.~14! and ~18!, we can obtain

s3
35

23E2

ab
@Cc2~223b2gc!

21~12D !223b2gc#~12D !9b,

(B3)

ds3
3

dD
5

23E2

ab
~12D !9b21@29bCc19b~223b2gc!

21

3~12D1!223b2gc1~12D !223b2gc#, (B4)

So whenD51 or

D512F 9bCc

9b~223b2gc!
2111

G 1/~223b2gc!

,

s3
3 can reach its extreme value.D51 represents a trivial solution

and is also discarded.

References
@1# Soh, C. K., Liu, Y., Yang, Y., and Dong, Y., 2003, ‘‘A Displacement Equiv

lence Based Damage Model for Brittle Materials—Part I: Theory,’’ ASME
Appl. Mech.,70, pp. 1–7.

@2# Dong, L. L., Xie, H. P., and Zhao, P., 1995, ‘‘Experimental Research on Co
plete Damage Process of Concrete Under Compression,’’ J. Exp. M
~China!, 10, pp. 95–102~in Chinese!.

@3# Fonseka, G. U., and Krajcinovic, D., 1981, ‘‘The Continuous Damage The
of Brittle Materials- Part 2: Uniaxial and Plane Response Modes,’’ ASME
Appl. Mech.,48, pp. 816–824.

@4# Li, Q. B., and Ansari, F., 1999, ‘‘Mechanics of Damage and Constitut
Relationships for Concrete,’’ J. Eng. Mech. Div.,125, pp. 1–10.

@5# Dong, L. L., Xie, H. P., and Li, S. P., 1996, ‘‘Continuum Damage Mechan
Constitutive Model of Concrete Under Compression,’’ J. Eng. Mech.~China!,
13, pp. 44–53~in Chinese!.

@6# Tasuji, M. E., Slate, F. O., and Nilson, A. H., 1978, ‘‘Stress-Strain Respo
and Fracture of Concrete in Biaxial Loading,’’ ACI J.,7, ~July!, pp. 306–312.

@7# Kupfer, H., and Hilsdorf, K., 1969, ‘‘Behavior of Concrete Under Biaxia
Stresses,’’ ACI J.,66, pp. 656–666.
Transactions of the ASME



o

r

is,

ries:
@8# Liu, T. C. Y., Tony, C. Y., Nilson, A. H., and Slate, F. O., 1972, ‘‘Stress-Stra
Response and Fracture of Concrete in Uniaxial and Biaxial Compressi
ACI J., 69, pp. 291–295.

@9# Liu, Y., 2003, ‘‘Computational Experiment of Reinforced Concrete Structu
Elements Using Damage Mechanics,’’ Ph.D. thesis, Nanyang Technolog
University, Singapore.
Journal of Applied Mechanics
in
n,’’

al
ical

@10# Rots, J. G., 1998, ‘‘Computational Modeling of Concrete Failure,’’ thes
Delft Univ. of Tech., Delft, the Netherlands.

@11# Ju, J. W., 1989, ‘‘On Energy-Based Coupled Elastoplastic Damage Theo
Constitutive Modeling and Computational Aspects,’’ Int. J. Solids Struct.,25,
pp. 803–833.
SEPTEMBER 2003, Vol. 70 Õ 695



for
vel-
for
s the

pos-
ements
and

onal
e as

loped
ems.
nding
t, two
lliptic
imple,
ly the
be a
s.
C. Hwu
Institute of Aeronautics and Astronautics,

National Cheng Kung University,
Tainan, Taiwan, Republic of China

Stroh-Like Complex Variable
Formalism for the Bending Theory
of Anisotropic Plates
Based upon the knowledge of the Stroh formalism and the Lekhnitskii formalism
two-dimensional anisotropic elasticity as well as the complex variable formalism de
oped by Lekhnitskii for plate bending problems, in this paper a Stroh-like formalism
the bending theory of anisotropic plates is established. The key feature that make
Stroh formalism more attractive than the Lekhnitskii formalism is that the former
sesses the eigenrelation that relates the eigenmodes of stress functions and displac
to the material properties. To retain this special feature, the associated eigenrelation
orthogonality relation have also been obtained for the present formalism. By intenti
rearrangement, this new formalism and its associated relations look almost the sam
those for the two-dimensional problems. Therefore, almost all the techniques deve
for the two-dimensional problems can now be applied to the plate bending probl
Thus, many unsolved plate bending problems can now be solved if their correspo
two-dimensional problems have been solved successfully. To illustrate this benefi
simple examples are shown in this paper. They are anisotropic plates containing e
holes or inclusions subjected to out-of-plane bending moments. The results are s
exact and general. Note that the anisotropic plates treated in this paper consider on
homogeneous anisotropic plates. If a composite laminate is considered, it should
symmetric laminate to avoid the coupling between stretching and bending behavior
@DOI: 10.1115/1.1600474#
w
t

f
o

s
s

l

m

e

e
i

la-
nd
of

the
., in

ng
er
nal
h
the

e-
ic
en-
per.
nly
the
tter

new
-
the
ems
any
ibil-
n-

nd-
the
ing

-
re-

or
edfi
1 Introduction
For two-dimensional linear anisotropic elasticity, there are t

major complex variable formalisms in the literature. One is
Lekhnitskii formalism @1,2#, which starts with the equilibrated
stress functions followed by constitutive laws, strain-displacem
relations, and compatibility equations; the other is the Stroh
malism@3,4#, which starts with the compatible displacements f
lowed by strain-displacement relations, constitutive laws, a
equilibrium equations. A special feature of the Stroh formali
possesses an eigenrelation that relates the eigenmodes of
functions and displacements to the material properties. Rece
the Stroh formalism becomes more attractive than the Lekhnit
formalism, especially when Ting@5# emphasized the Stroh forma
ism. In order to get benefits from both formalisms, there are a
some works discussing the relations between these two for
isms, e.g., Refs.@6–11#.

Besides the two-dimensional problems, around 60 years
Lekhnitskii also developed a complex variable formalism for t
plate bending problems@12#. After that, some researchers devot
their efforts to the development and application of the comp
variable method on the laminates with the bending extension c
pling such as Refs.@13–20#. In addition, the extension of the
Stroh formalism to the coupled stretching-bending analysis of
composite laminates has been attempted by Lu@21#, enhanced by
Lu and Mahrenholtz@22# and modified by Cheng and Reddy@23#.
Although there exist several different formalisms, due to the co
plexity, the resemblance between these formalisms and the S
formalism is not perfect enough to employ most of the key f
tures of the Stroh formalism. The main difference of the exist

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Mar.
2002; final revision, Oct. 7, 2002. Associate Editor: J. R. Barber. Discussion on
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California–Santa Barb
Santa Barbara, CA 93106-5070, and will be accepted until four months after
publication of the paper itself in the ASME JOURNAL OF APPLIED MECHANICS.
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formalisms with the Stroh formalism comes from the eigenre
tion, which plays an important role for the Stroh formalism a
will become a vital drawback if it cannot perfectly match that
the Stroh formalism.

Because the analogy between the in-plane problems and
plate bending problems has been observed long time ago, e.g
Ref. @24#, in this paper we turn back to the simple pure bendi
problems and try to develop a fully Stroh-like formalism in ord
to borrow all the techniques developed for the two-dimensio
problems. By carefully reviewing Lekhnitskii formalism for bot
the two-dimensional and plate bending problems and catching
spirit of Stroh formalism for two-dimensional problems, we d
velop a Stroh-like formalism for the bending theory of anisotrop
plates. Moreover, the explicit expressions of the material eig
vectors and fundamental matrix are also obtained in this pa
Again, it should be emphasized that this first attempt is valid o
for homogeneous anisotropic plates which can be applied to
symmetric laminates not the general composite laminates. Be
than those general formalisms developed in the literature, this
formalism looks very like the Stroh formalism for two
dimensional linear anisotropic elasticity. Hence, almost all
mathematical techniques developed for two-dimensional probl
can lend to the plate bending problems. By simple analogy, m
problems that cannot be solved previously now have the poss
ity to be solved even without a detailed derivation if their cou
terparts in two-dimensional problems have been solved.

Due to the success of the present formalism for the pure be
ing analysis, we have gone further to study how to improve
complex variable formalism for the coupled stretching-bend
analysis in order to achieve a fully Stroh-like formalism. By com
paring the difference of the present formalism with those p
sented in the literature such as Lu and Mahrenholtz@22# and
Cheng and Reddy@23#, we have found an alternative approach f
developing the more Stroh-like formalism for the coupl
stretching-bending analysis of general composite laminates@25#.
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2 Classical Bending Theory of Anisotropic Plates
In order to have a complete picture of the new formalism

veloped in this paper, the classical bending theory of anisotro
plates is briefly reviewed in this section@26,27#. In classical plate
theory, the following assumptions, generally known asKirchhoff
hypotheses, are usually made@28#: ~a! the material of the plate is
elastic, homogeneous and isotropic;~b! the plate is initially flat;
~c! the thickness of the plate is small compared to its other dim
sions; ~d! the deflections are small compared to the plate thi
ness;~e! the slopes of the deflected middle surface are small c
pared to unity;~f! the deformations are such that straight line
initially normal to the middle surface, remain straight lines a
normal to the middle surface, i.e., the deformations due to tra
verse shear will be neglected;~g! the stresses normal to the midd
surface are of a negligible order of magnitude. For an anisotro
plate, all these assumptions remain valid except that the mat
of the plate is anisotropic instead of isotropic. Based upon th
assumptions, the plate displacementsu, v, andw in thex, y, andz
directions can be expressed as

u~x,y,z!5u0~x,y!2z
]w~x,y!

]x
,

v~x,y,z!5v0~x,y!2z
]w~x,y!

]y
, (1)

w~x,y,z!5w0~x,y!,

whereu0 , v0 , andw0 are, respectively, the middle surface di
placements in thex, y, andz directions. If small deformations ar
considered, the strains of the plates can be written in terms o
middle surface displacements as follows:

«x5
]u

]x
5

]u0

]x
2z

]2w

]x2
,

«y5
]v
]y

5
]v0

]y
2z

]2w

]y2
, (2a)

gxy5
]u

]y
1

]v
]x

5
]u0

]y
1

]v0

]x
22z

]2w

]x]y
,

or, in matrix notation,

«5«01zk, (2b)

where«, «0 , andk denote, respectively, the strain vector, mids
face strain vector, and plate curvature vector, which are define

«5H «x

«y

gxy

J , (3a)

«05H «x
0

«y
0

gxy
0
J 55

]u0

]x
]v0

]y
]u0

]y
1

]v0

]x

6 , (3b)

k5H kx

ky

kxy

J 525
]2w

]x2

]2w

]y2

2
]2w

]x]y

6 . (3c)
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Disregardingsz and assuming that the anisotropic materia
have one plane of elastic symmetry located at the middle sur
of the plate~or say, the material is monoclinic not the most ge
eral anisotropic!, the stress-strain relationship of the anisotrop
materials may then be separated into the following two parts:

H sx

sy

txy

J 5F Ĉ11 Ĉ12 Ĉ16

Ĉ12 Ĉ22 Ĉ26

Ĉ16 Ĉ26 Ĉ66

G H «x

«y

gxy

J ,

H tyz

txz
J 5F Ĉ44 Ĉ45

Ĉ45 Ĉ55
G Hgyz

gxz
J , (4a)

or in matrix notation

s5Ĉ«, st5Ĉt«t . (4b)

In Eq. ~4!, Ĉi j is the reduced elastic stiffness defined as

Ĉi j 5Ci j 2
Ci3C3 j

C33
5Ĉj i , i , j 51,2,4,5,6 (5)

whereCi j is the elastic stiffness of the materials, which is also
contracted notation of the fourth-order elastic tensorCi jkl . In en-
gineering applications, one always likes to express the ela
stiffness in terms of engineering constants such as Young’s mo
E, Poisson’s ratiosn, and shear moduliG. These constants ar
usually measured in simple tests such as uniaxial tension or
shear tests, which are all performed with a known load or str
Thus, the components of the compliance matrixS ~the inverse of
the reduced elastic stiffness matrixĈ21) relating stresses and
strains as«5Ss are determined more directly than those of t
stiffness matrix. For a general anisotropic material, the com
ance matrix components in terms of the engineering constants

S5Ĉ215F 1

E1

2n21

E2

h1,12

G12

2n12

E1

1

E2

h2,12

G12

h12,1

E1

h12,2

E2

1

G12

G , (6)

whereE1 andE2 are the Young’s moduli in thex1 andx2 direc-
tions, respectively;n i j is Poisson’s ratio for transverse strain in th
xj direction when stressed in thexi direction, that is, n i j
52« j /« i for s i5s and all other stresses are zero;G12 is the
shear modulus in thex1x2 plane;h i ,i j is the coefficient of mutual
influence of the first kind that characterizes stretching in thexi
direction caused by shear in thexixj plane, that is,h i ,i j 5« i /g i j
for t i j 5t and all other stresses are zero;h i j ,i is the coefficient of
mutual influence of the second kind that characterizes shearin
thexixj plane caused by a normal stress in thexi direction, that is,
h i j ,i5g i j /« i for s i5s, and all other stresses are zero. It is al
known that the compliance~or stiffness! matrix is symmetric.
Thus,Si j 5Sji , or

n21

E2
5

n12

E1
,

h1,12

G12
5

h12,1

E1
,

h2,12

G12
5

h12,2

E2
. (7)

Note that the inverse of the elastic compliance matrixSi j is the
reduced elastic stiffness matrixĈi j instead of the elastic stiffnes
matrix Ci j .

Substituting Eq.~2b! into the stress-strain relation@first equa-
tion in ~4b!#, the stresses in the plates can also be written in te
of the middle surface strains«0 and plate curvaturesk as

H sx

sy

txy

J 5s5Ĉ~«01zk!. (8)
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Since the thickness of the plate is considered to be small c
pared to its other dimensions, in classical plate theory an inte
equivalent system of forces and moments acting on the plate c
section is used instead of spreading the stress distribution ac
the plate thickness. By integration of the stresses through the p
thickness, the resultant forcesF and momentsM acting on a plate
cross section are defined as follows~Fig. 1!:

F5H Fx

Fy

Fxy

J 5E
2h/2

h/2 H sx

sy

txy

J dz5E
2h/2

h/2

s dz,

(9)

M5H Mx

M y

Mxy

J 5E
2h/2

h/2 H sx

sy

txy

J zdz5E
2h/2

h/2

sz dz,

whereh is the thickness of the plate. Substituting Eq.~8! into ~9!,
the resultant forcesF and momentsM can be written in terms of
the middle surface strains«0 and plate curvaturesk as

F5hĈ«0 , (10a)

M5Dk, (10b)

whereD is the bending stiffness matrix that is related toĈ by

D5
h3

12
Ĉ. (11)

The results of Eq.~10! show that no coupling exists between th
bending and extension of a plate, which is obviously due to
assumption of symmetry with respect to the middle surface of
plate. Hence, in the classical plate theory the bending probl
are usually discussed separately with the in-plane problems. In
following we will then disregard the extensional forces and th
associated deformations. When the plate is orthotropic and
directions ofx andy axes coincide with the principal directions o
elasticity, according to Eqs.~6! and ~11! we have

Fig. 1 Plate geometry, resultant forces, and moments
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D115
E1h3

12~12n12n21!
, D225

E2h3

12~12n12n21!
,

D125
n12E2h3

12~12n12n21!
, (12)

D665
G12h

3

12
, D165D2650.

In the case of an isotropic plate, we have

D115D225D1212D665
Eh3

12~12n2!
5D,

(13)

D125nD, D665
12n

2
D, D165D2650.

With the displacement fields, strain-displacement relations
constitutive laws given in Eqs.~1!, ~2!, and ~10! @or Eqs.~4! or
~8!#, to complete the structural analysis we need plate equilibri
equations. Since the equilibrium equations concern only the
ance of forces acting upon the structures, it should be indepen
of the material types. For thin plates they are often developed
integration of the usual equilibrium equations of elasticity w
respect to the coordinatez in thickness direction. By neglecting
the body forces and the tractions on the top and bottom surface
the plate except the lateral loadq(x,y), the force and momen
equilibrium equations of the plate can then be derived as

]Qx

]x
1

]Qy

]y
1q50, (14a)

]Mx

]x
1

]Mxy

]y
2Qx50, (14b)

]Mxy

]x
1

]M y

]y
2Qy50, (14c)

whereQx andQy are the transverse shear forces defined as~Fig.
1!

Q5 H Qx

Qy
J 5E

2h/2

h/2 H txz

tyz
J dz. (15)

Substitution of Eqs.~14b! and ~14c! into Eq. ~14a! will further
lead the force equilibrium equation in thez direction to

]2Mx

]x2
12

]2Mxy

]x]y
1

]2M y

]y2
1q50. (16)

With the moment-curvature relation~10b!, the definition of curva-
ture vector~3c!, and the equilibrium equations~14b! and ~14c!,
the moments and transverse shear forces can be express
terms of the lateral deflection as

Mx52S D11

]2w

]x2
1D12

]2w

]y2
12D16

]2w

]x]yD ,

M y52S D12

]2w

]x2
1D22

]2w

]y2
12D26

]2w

]x]yD , (17a)

Mxy52S D16

]2w

]x2
1D26

]2w

]y2
12D66

]2w

]x]yD ,
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Qx52FD11

]3w

]x3
13D16

]3w

]x2]y
1~D1212D66!

]3w

]x]y2

1D26

]3w

]y3 G ,

(17b)

Qy52FD16

]3w

]x3
1~D1212D66!

]3w

]x2]y
13D26

]3w

]x]y2

1D22

]3w

]y3 G .

Substituting Eq.~17a! into ~16!, the equilibrium equation can als
be expressed in terms of the lateral deflection as

D11

]4w

]x4
14D16

]4w

]x3]y
12~D1212D66!

]4w

]x2]y2
14D26

]4w

]x]y3

1D22

]4w

]y4
5q. (18)

Equation~18! is the governing differential equation for defle
tion of anisotropic thin plates. To determinew through this equa-
tion, appropriate boundary conditions of the considered proble
should be set properly. For a fourth-order differential equati
only two boundary conditions are required at each edge. Th
may be a given deflection and slope, or force and moment
some combinations. Mathematically, they can be written as

]w

]n
5

]w*

]n
or Mn5Mn* or Mn5km

]w

]n
,

and (19)

w5w* or Vn5Vn* or Vn5kvw,

where Vn is the well knownKirchhoff force of classical plate
theory, or called theeffective transverse shear forcedefined by

Vn5Qn1
]Mnt

]t
. (20)

The subscriptsn and t denote, respectively, the directions norm
and tangent to the boundary. The asterisk denotes the presc
value.km and kv are given spring constants. With the definitio
given in Eq.~20! and the expressions~17!, we can also express th
effective transverse shear force in terms of the lateral deflectio

Vx5Qx1
]Mxy

]y
52FD11

]3w

]x3
14D16

]3w

]x2]y

1~D1214D66!
]3w

]x]y2
12D26

]3w

]y3 G ,

(21)

Vy5Qy1
]Mxy

]x
52F2D16

]3w

]x3
1~D1214D66!

]3w

]x2]y

14D26

]3w

]x]y2
1D22

]3w

]y3 G .

If u denotes the angle between the normaln andx axis ~Fig. 1!,
the values in then-t coordinate can be calculated from the valu
in the x-y coordinate according to the following transformatio
laws:

]w

]n
5cosu

]w

]x
1sinu

]w

]y
, (22a)

Mn5cos2 uMx1sin2 uM y12 sinu cosuMxy ,
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Mt5sin2 uMx1cos2 uM y22 sinu cosuMxy , (22b)

Mnt5sinu cosu~M y2Mx!1~cos2 u2sin2 u!Mxy ,

Qn5cosuQx1sinuQy ,
(22c)

Qt52sinuQx1cosuQy .

Among all the possible boundary conditions, the commonly u
conditions such as simply supported, clamped, free, loaded,
displaced and elastic supported edge boundary conditions can
be expressed as

simply supported edge: w50, Mn50; (23a)

clamped edge: w50,
]w

]n
50; (23b)

free edge: Vn50, Mn50; (23c)

loaded edge: Vn5p, Mn5m; (23d)

predisplaced edge: w5w* ,
]w

]n
5a* ; (23e)

elastic supported edge:Vn5kvw, Mn5km

]w

]n
. (23f)

3 Lekhnitskii’s Complex Variable Formalism
To solve the governing differential equation~18! together with

the boundary conditions~23! for deflection of anisotropic thin
plate, Lekhnitskii@2# rewrote Eq.~18! symbolically with the use
of four linear differential operators of the first order:

d1d2d3d4w5q. (24a)

dk (k51,2,3,4) designates the operation

dk5
]

]y
2mk

]

]x
, (24b)

wheremk are the roots of the characteristics equation

D22m
414D26m

312~D1212D66!m
214D16m1D1150.

(24c)

It has been proved@12# that Eq.~24c! has no real roots for any
elastic homogeneous material. Since the coefficients of the fou
order equation form are real, there are two pairs of comple
conjugates form. If we let

Im mk.0, mk125m̄k , k51,2 (25)

and assume thatm are distinct, the general solution for deflectio
w can be expressed as@2#

w5w012 Re$w1~z1!1w2~z2!%, (26a)

where Re and Im stand for the real and imaginary parts, res
tively, and the overbar denotes the complex conjugate;w0 is a
particular solution of Eq.~18! whose form depends on the loa
distributionq on a plate surface;w1(z1) andw2(z2) are arbitrary
analytical functions of complex variables

z15x1m1y and z25x1m2y. (26b)

On the basis of Eqs.~17! and ~21!, general expressions for th
moments and shear forces can be obtained as~for the casem1
Þm2) @2#:

Mx5Mx
022 Re$m1g1w19~z1!1m2g2w29~z2!%, (27a)

M y5M y
022 Re$h1w19~z1!1h2w29~z2!%, (27b)

Mxy5Mxy
0 22 Re$r 1w19~z1!1r 2w29~z2!%, (27c)

Qx5Qx
022 Re$m1s1w1-~z1!1m2s2w2-~z2!%, (27d)
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Qy5Qy
012 Re$s1w1-~z1!1s2w2-~z2!%, (27e)

Vx5Vx
012 Re$h1m1

2w1-~z1!1h2m2
2w2-~z2!%, (27f)

Vy5Vy
012 Re$g1w1-~z1!1g2w2-~z2!%. (27g)

Here Mx
0, . . . ,Qx

0, . . . ,Vy
0 are the moments, transverse force

and effective transverse forces corresponding to the particula
lution of deflectionw0 , which can be found by the relations give
in Eqs. ~17! and ~21!. The prime denotes differentiation with re
spect to the function argumentzk . The coefficientsgk ,hk ,r k ,sk ,
k51,2, are defined as

gk5
D11

mk
1D12mk12D16, hk5D121D22mk

212D26mk ,
(28)

r k5D161D26mk
212D66mk ,

sk5
D11

mk
13D161~D1212D66!mk1D26mk

2, k51,2.

Through the use of the characteristic equation~24c!, it can be
proved that these coefficients possess the following relations

sk2r k5gk , sk1r k52hkmk , k51,2. (29)

With the general solutions given in Eqs.~26! and ~27!, to get
the complete solutions the only functions remained to be fo
are the complex functionsw1(z1) and w2(z2), which should be
determined through the satisfaction of boundary conditions. If
plate is subjected to bending only by forces and moments dis
uted along the edge and no transverse load is applied on the t
bottom surfaces~i.e., q50), the boundary conditions of loade
and predisplaced edges shown in Eq.~23! can be replaced by@2#

2 Re$g1w18~z1!1g2w28~z2!%52E
0

s

~m dy1 f dx!2cx1c1 ,

(30a)

2 Re$h1w18~z1!1h2w28~z2!%52E
0

s

~2m dx1 f dy!1cy1c2 ,

and

2 Re$w18~z1!1w28~z2!%52
]w*

]s
sinu1a* cosu,

(30b)

2 Re$m1w18~z1!1m2w28~z2!%5
]w*

]s
cosu1a* sinu,

where

f 5E
0

s

p ds, (30c)

ands is the arc length measured along a curved boundary;u is the
angle between the normaln andx axis ~see Fig. 1!.

Although Eqs.~30a!–~30c! are given in Lekhnitskii’s book@2#,
only a reference written in Russian~Lekhnitskii @12#! is cited and
no detailed explanation is given. Since their associated phys
meaning is important for the following development, we now
to relate Eqs.~30a! and ~30b! with the original boundary condi-
tions ~23d! and ~23e!.

Consider the loaded boundary condition for whichVn5p and
Mn5m along the edges, as shown in Eq.~23d!. At the first glance,
it is hard to imagine why Lekhnitskii used Eq.~30a! to replace
~23d!. Looking at the definition of effective transverse shear fo
~20!, the transformation law~22! and the complex variable expres
sions~27!, we found that it is really complicated to describe t
loaded conditions for curved boundaries by the usual way.
elasticity problems, the loaded conditions are usually called t
tion boundary conditions in which the tractionst i are prescribed
along the boundaries. Using Cauchy’s formulat i5s i j nj , and in-
troducing the stress functionsf i such thats i152f i ,2 and s i2
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5fi,1 for two-dimensional problems, a very simple relationt i
5]f i /]s has been found. This simple relation is very helpful f
the description of traction conditions especially along the curv
boundaries. Therefore, we now try to express the loaded boun
conditions by modifying the concept of traction boundary con
tions used in two-dimensional~2D! elasticity.

By following the concept of 2D elasticity and considering th
non-lateral load condition (q50), the force and moment equilib
rium equations of the plate shown in Eqs.~14! can be rewritten as

]2~2Mxy2Hxy2Hxy* !

]x]y
50,

]Mx

]x
1

]Hxy

]y
50,

(31a)
]Hxy*

]x
1

]M y

]y
50,

where

]Hxy

]y
5

]Mxy

]y
2Qx ,

]Hxy*

]x
5

]Mxy

]x
2Qy . (31b)

The second and third moment equilibrium equations~31a! will
be satisfied automatically if we introduce the stress functionsf1
andf2 such that

]f1

]x
52M y ,

]f1

]y
5Hxy* ,

(32)
]f2

]y
52Mx ,

]f2

]x
5Hxy .

Similar to the surface tractiont i (5s i j nj ), we now define the
surface momentMi by

M15Mxn11Hxyn2 , M25Hxy* n11M yn2 . (33)

From Fig. 1, we see that

n15cosu5]y/]s, n25sinu52]x/]s. (34)

Substituting the relations given in Eqs.~32! and~34! into ~33!, we
get

M152
]f2

]s
, M25

]f1

]s
. (35)

Like the surface traction, the definitions given in Eq.~33! are the
components of surface moment vector in thex andy directions. To
find the component of surface moment in the direction norma
the boundary, we may use the transformation law for vectors,
M1 cosu1M2 sinu. With the equations given in Eqs.~33!, ~34!,
and the first relations in Eqs.~31a! and~22b!, it can be proved that

M1 cosu1M2 sinu5cos2 uMx1sin2 uM y12 sinu cosuMxy

5Mn . (36)

Substituting Eq.~35! into ~36!, we can expressMn in terms of the
stress functions as

Mn5
]f1

]s
sinu2

]f2

]s
cosu. (37)

Similarly, we can prove that

Vn5
]

]s
~2M1 sinu1M2 cosu!5

]

]s S ]f1

]s
cosu1

]f2

]s
sinu D .

(38)

Using the relations obtained in Eqs.~37! and ~38!, and knowing
that dy5cosuds, dx52sinuds, we now prove that

E
0

s

~Mndy1Ṽndx!52f2~s!1f2~0!,
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0

s

~2Mndx1Ṽndy!5f1~s!2f1~0!, (39a)

where

Ṽn5E
0

s

Vnds. (39b)

This result~39! together with the definition~32! and the expres-
sions ~27a! and ~27b! can then help us to prove that the load
boundary condition~23d! may be replaced by Eq.~30a!. From this
derivation, we know that~30a! stands for the prescribed cond
tions of the stress functionsf1 andf2 which are defined in Eq.
~32!.

After proving the replacement of loaded boundary conditio
we consider the pre-displaced boundary condition for whichw
5w* and ]w/]n5a* along the edges, as shown in Eq.~23e!.
Sincew5w* along the edges, it leads to]w/]s5]w* /]s along
the edges. Hence, the predisplaced boundary condition ma
replaced by]w/]s5]w* /]s and]w/]n5a* , which means that
both of the slopes in the tangential and normal directions of
boundary are prescribed. According to the transformation law
vectors, this condition can be further replaced by

]w

]x
5a* cosu2

]w*

]s
sinu,

]w

]y
5a* sinu1

]w*

]s
cosu.

(40)

Substituting Eq.~26! with q50 into ~40!, we obtain Eq.~30b!.
From this derivation, we know that Eq.~30b! stands for the pre-
scribed conditions of slopes in thex andy directions.

4 Stroh-Like Complex Variable Formalism
The complex variable formalism shown in the preceding s

tion was developed by Lekhnitskii about 60 years ago. A v
similar but more popular formalism also developed by Lekhnits
is for two-dimensional linear anisotropic elasticity@1#. Another
important complex variable formalism is called the Stroh form
ism, which is now applied mainly to two-dimensional problem
The Stroh formalism can be traced to the work of Eshelby et
@29#. However, it was named after Stroh because he made a m
contribution about the establishment of a material eigenrelat
which let the Stroh formalism become more elegant and powe
than the Lekhnitskii formalism, and laid the foundations for r
searchers who followed him@3,4#. Recently, an important book
about anisotropic elasticity was written by Ting@5#, who reorga-
nized the Stroh formalism and developed many important pro
ties that were then used to solve many elasticity problems. Du
these few years, there are also some works discussing the rela
between the Lekhnitskii formalism and Stroh formalism@6–11#.

Although there are many contributions related to Lekhnits
and Stroh formalisms, most of them are for two-dimensional pr
lems. It is rare to see any contribution using Lekhnitskii’s co
plex variable formalism described in the preceding section
solve the plate bending problems. The main reason for this
usage is possibly due to its mathematical difficulties. To rem
this, one may consider its counterpart of the Stroh formalism
this paper, we try to reorganize the Lekhnitskii formalism into
Stroh-like formalism and hope that the merits of the Stroh form
ism will make the solving of plate bending problems beco
easier.

In order to reorganize the Lekhnitskii formalism into a Stro
like formalism, one should first know the Stroh formalism f
two-dimensional anisotropic elasticity. For the convenience of
readers, the Stroh formalism is summarized in Appendix A. T
key difference that makes the Stroh formalism more attrac
than the Lekhnitskii formalism is that the former is presented
matrix form instead of scalar form and its associated eigenrela
and orthogonality relation provide many useful identities th
make the complex variable mathematical manipulation m
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easier. Therefore, to be successful in forming a Stroh-like form
ism for plate bending problems, the selection of the proper st
function vector and displacement vector is important. To be c
venient for problem solving, this selection should be consist
with the expressions of boundary conditions. By viewing t
boundary conditions of loaded and predisplaced edges show
Eq. ~30! and the derivation presented in Eqs.~31!–~40!, we now
introduce the stress function vectorf and the slope vectora as

f5 Hf1

f2
J 5H 2E M ydx

2E Mxdy
J , a5 Ha1

a2
J 5H 2

]w

]y
]w

]x
J .

(41)

It looks odd to put the minus sign and have the order of (y,x)
instead of (x,y) in introducing new vectors~41!. However, in
order that our final solution form can match with the Stroh fo
malism for two-dimensional problems, this selection is necess

Employing these two new vectors, the general solutions for
plate bending problems given in Eqs.~26! and ~27! can now be
expressed in the following Stroh-like form,

a5a012 Re$Bw8~z!%, f5f012 Re$Aw8~z!%, (42a)

wherea0 andf0 are the particular solutions related to the late
load distributionq; A, B, andw are defined as follows:

A5@a1 a2#, B5@b1 b2#, w~z!5 Hw1~z1!

w2~z2!J , (42b)

where

ak5 Hhk

gk
J , bk5 H 2mk

1 J , k51,2. (42c)

The loaded and predisplaced boundary conditions~23d! and
~23e! are replaced by Eqs.~30a! and ~30b!, which can also be
written in matrix form as

f5H E
0

s

~2mdx1 f dy!1cy1c2

2E
0

s

~mdy1 f dx!2cx1c1
J ,

(43)

a5H 2
]w*

]s
cosu2a* sinu

2
]w*

]s
sinu1a* cosu

J .

With the expressions~43!, the commonly encountered bounda
conditions~23b! and ~23c! can now be written as

clamped edge: a50;
(44)

free edge: f50.

As to the mixed boundary conditions like the simply support
edge~23a! and the elastic supported edge~23f!, no simple vector
form expressions can be obtained. The same situation occur
two-dimensional problems, which are usually solved by using
component expressions. In this sense, relations~37! and~38! may
be utilized to express the moment and effective transverse s
force, while the deflection and slope may be expressed with
assistance of Eqs.~22a! and~26!. For example, the boundary con
dition of simply supported edges can be written as

simply supported edge: w5
]f1

]s
sinu2

]f2

]s
cosu50.

(45)
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5 Eigenrelation
The key feature that makes the Stroh formalism more attrac

than the Lekhnitskii formalism is that it possesses the eigenr
tion that relates the eigenmodes of stress functions and disp
ments to the material properties. Without the eigenrelation,
cannot feel the benefit of the Stroh formalism. Therefore, it
important for us to establish the eigenrelation for the Stroh-l
formalism developed in the preceding section. Otherwise, the
malism is just a skeleton without any spirit inside its body.
order to establish the eigenrelation for the Stroh-like formalism
plate bending problems, it is better for us to know the eigenre
tion for the Stroh formalism of two-dimensional problems and
corresponding characteristic equation in Lekhnitskii formali
~see Appendixes A and B!.

In general, the two-dimensional problems considered in an
tropic plates include not only in-plane but also antiplane proble
and the problems where in-plane and antiplane deformat
couple each other. For this general case, the characteristic e
tion associated with anisotropic materials is a sixth-order a
braic equation. In this paper, we only consider anisotropic pla
having one plane of elastic symmetry located at the middle
face, i.e., the monoclinic plates. For this case, the in-plane
antiplane problems will decouple. The characteristic equation
the in-plane problems is a fourth-order algebraic equation, w
that for the antiplane problems is a second-order equation. Fo
bending problems considered in this paper, a fourth-order cha
teristic equation is also obtained in Eq.~24c!. Therefore, it is
better for us to perform the comparison through in-plane proble
for monoclinic plates not through general two-dimensional pr
lems for anisotropic plates.

By comparing Eqs.~24c! with ~B12!, we find that these two
characteristic equations will be equivalent if we make the follo
ing replacements:

Ŝ11↔D22, Ŝ22↔D11, Ŝ12↔D12,
(46)

Ŝ16↔22D26, Ŝ26↔22D16, Ŝ66↔4D66.

A simple rule for the above replacement is that when we wan
changeŜ into D the subscripts 1 and 2 should be interchanged
the symbolD with subscript 6 should be multiplied by22. Ac-
cording to this rule, we observe that the eigenvectors for the
plane problems given in Eq.~B13! with gk andhk defined by Eq.
~B11! can be successfully transformed to the eigenvectors for
plate bending problems given in Eq.~42c! with gk andhk defined
by Eq. ~28!. By referring to the eigenrelation for the in-plan
problems, the eigenrelation for the plate bending problems ca
written by using exactly the same form as Eqs.~A11!–~A13!, i.e.,

Nj5mj, (47a)

where

N5FN1 N2

N3 N1
TG , j5 H a

bJ , (47b)

and

N152T21RT, N25T215N2
T , N35RT21RT2Q5N3

T .

(47c)

The three 232 real matricesQ, R, andT defined in Eq.~A18! for
the in-plane problems are written in terms of the elastic const
Ci j , which are the inverse of the reduced elastic compliancesŜi j .
Therefore, to constructQ, R, andT for the plate bending prob
lems, we need to use the inverse ofDi j . According to the defini-
tion of bending stiffness~11! and the inversion relation~6!, the
inverse ofDi j can be written as
702 Õ Vol. 70, SEPTEMBER 2003
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D215F D11* D12* D16*

D12* D22* D26*

D16* D26* D66*
G5

12

h3
Ĉ215

12

h3
S. (48)

To match with the rule~46!, we reorganize the inverse relatio
DD215I into

F D22 D12 22D26

D12 D11 22D16

22D26 22D16 4D66

G
3F D22* D12* 2

1

2
D26*

D12* D11* 2
1

2
D16*

2
1

2
D26* 2

1

2
D16*

1

4
D66*

G5I . (49)

With this relation and the definition~A18! for the in-plane prob-
lems, we know thatQ, R, andT for the plate bending problem
should be defined as follows:

Q5F D22* 2
1

2
D26*

2
1

2
D26*

1

4
D66*

G , R5F 2
1

2
D26* D12*

1

4
D66* 2

1

2
D16*

G ,

(50)

T5F 1

4
D66* 2

1

2
D16*

2
1

2
D16* D11*

G .

In order to check whether the eigenvalues and eigenvector
the eigenrelation~47! with Q, R, and T defined in Eq.~50! are
equivalent to those obtained in Eqs.~24c! and~42c!, we first try to
get the explicit expressions ofN1 , N2 , andN3 . By following the
steps described in Ting’s book@5#, we obtain~see Appendix C!

N15F 22D26

D22
21

D12

D22
0
G ,

N25F 4D662
4D26

2

D22
22D161

2D12D26

D22

22D161
2D12D26

D22
D112

D12
2

D22

G , (51)

N35F 21

D22
0

0 0
G .

Substituting Eq.~51! into Eqs.~47a! and ~47b!, we can find that
iN2mI i50 is equivalent to Eq.~24c!, and its associated eigenvec
tor is the one written in Eq.~42c! wheregk andhk are defined in
Eq. ~28!.

6 Orthogonality Relation
The eigenrelation shown in Eq.~47! has exactly the same form

as that for two-dimensional problems. The only difference b
tween plate bending problems and two-dimensional problem
the definition ofQ, R, and T, which is Eq. ~A14! for general
two-dimensional problems, is Eq.~A18! for in-plane problems,
and is Eq.~50! for plate bending problems. With this understan
Transactions of the ASME
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ing, it is expected to have the same orthogonatlity relation as
for two-dimensional problems. That is~see Appendix D!,

FBT AT

B̄T ĀTGFA Ā

B B̄
G5F I 0

0 I G , (52)

which is also theorthogonality relation for the plate bending
problems. The two 434 matrices on the left side of Eq.~52! are
the inverse of each other, and hence their products commute

FA Ā

B B̄
G FBT AT

B̄T ĀTG5F I 0

0 I G (53a)

or

ABT1ABT5I5BAT1BAT,
(53b)

AAT1AAT505BBT1BBT.

From the relations obtained in Eq.~53b!, it can be observed tha
the following three matricesS1 , H2 , andL3 are real, which ap-
pear often in the final solutions to two-dimensional anisotro
elasticity problems@5#:

S15 i ~2ABT2I !, H252iAAT, L3522iBBT. (54)

Usually the eigenvectors defined in Eq.~42c! may vary up to an
arbitrary multiplier. However, if the orthogonality relation~52! or
~53! is used in applications, normalization of eigenvectors
needed because the unit matrixI is employed in Eq.~52! or ~53!.
By multiplying the eigenvectorsak andbk given in Eq.~42c! with
a normalization factorck , and using the orthogonal relation~52!
or ~53!, one may obtain the normalized eigenvectors as

ak5ckHhk

gk
J , bk5ckH 2mk

1 J , (55a)

where

ck
25

1

2~gk2mkhk!
, k51,2. (55b)

Since the eigenrelation~47! and the orthogonality relation~52!
or ~53! have exactly the same form as those for two-dimensio
problems, all the identities developed based upon these two
tions in the Stroh formalism for two-dimensional anisotropic el
ticity should all be valid for the plate bending problems discus
in this paper. One may refer to Ting@5,30# for various useful
identities.

The normalization given in Eq.~55! means that each compo
nent of w(z) defined in Eq.~42b! has a factor change and Eq
~26a! should be modified as

w5w012 Re$c1w1~z1!1c2w2~z2!% (56)

wherec1 andc2 are the normalization factors given in Eq.~55b!.

7 Examples
Before dealing with the examples shown in this section, we l

to emphasize that the main purpose of this paper is trying
develop a fully Stroh-like formalism for the bending analysis
anisotropic plates and hope that the same concept can be exte
to the more complicated problems like the coupled stretchi
bending problems. Because even the coupled stretching-ben
problems have been dealt with in the literature such as~Lu and
Mahrenholtz@22#!, repetition of the example solving exercise e
pecially for the more simple cases discussed in this sectio
meaningless. The meaningful insight of the following illustratio
is that the solution process as well as the final solution form
exactly the same as those of the solution of two-dimensional p
lems by the Stroh formalism. Therefore, after viewing the e
amples one should have more confidence in what we said,
simple analogy of our present formalism with the Stroh formali
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for two-dimensional problems, the pure bending problems for
homogeneous anisotropic plates can be solved directly even w
out detailed derivation if their counterparts in two-dimension
problems have been solved previously, or vice versa.’’ In t
sense, the examples given below are solved briefly and mos
the critical steps~such as the choice of the unknown compl
functions, the solving of the unknown coefficients, and the c
version to the real form solutions! are dealt with by referring to
their counterparts of the two-dimensional problems and no
tailed explanations are provided in this paper. For those who
interested in the detailed explanations of all these critical ste
please refer to Ting’s book@5# for anisotropic elasticity or my
previous related works@31–36#.

7.1 Example 1: An Anisotropic Plate Weakened by an El-
liptical Hole Subjected to Out-of-Plane Bending Moments
An anisotropic plate weaken by an elliptical hole is deflected
der uniformly distributed momentsM as shown in Fig. 2. There is
no load around the edge of the hole. The diameter of the hol
considered to be small in comparison with the length of the p
sides, and the hole is situated far from the edges. Thus, the pla
considered as infinite. The contour of the hole is represented

x5a cosc, y5b sinc, (57)

where 2a and 2b are the major and minor axes of the ellipse a
c is a real parameter. By using the stress function vectorf and
slope vectora introduced in Eq.~41!, the boundary conditions o
this problem can be expressed as

f52Myi2 , at infinity,
(58a)

f50, around the hole boundary,

where

i25 H0
1J . (58b)

Note that the first relation in Eq.~58a! is obtained by usingMx
5M , M y5Mxy50 at infinity and the definitions given in Eq
~32!.

Since no lateral load is applied on the plate, the particular
lution f0 anda0 of Eq. ~42a! is set to be zero. In order to satisf
the boundary condition at infinity, part of the homogenous so
tion w8(z) proportional toz is separated and denoted byf` and
a`, which is then added to the general solution~42a! as

f5f`12 Re$Aw8~z!%, a5a`12 Re$Bw8~z!%, (59a)

where

Fig. 2 An anisotropic plate weakens by an elliptical hole sub-
jected to out-of-plane bending moments
SEPTEMBER 2003, Vol. 70 Õ 703
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f`52Myi2 , a`5M ~d2y2d1x!, (59b)

and

d15H 2D16* /2
D11*

J , d25H D12*

2D16* /2J . (59c)

In Eqs. ~59b! and ~59c!, f` is selected to be match with th
boundary condition at infinity, whilea` is calculated by integrat-
ing the curvature vectork from Eq. ~10b! with Mx5M , M y
5Mxy50 and using the symbol given in Eq.~48! for the inverse
of the bending stiffness. Note that the constant terms ofa andf
have been neglected since they have no contribution to the in
nal stresses of the plates.

To satisfy the free edge condition around the hole bound
shown in the second relation in Eq.~58a!, by referring to the
solutions of the corresponding two-dimensional problems@32–
34#, we select

w8~z!5^§k
21&k, §k5

zk1Azk
22a22mk

2b2

a2 imkb
(60)

where the angular bracket^ & stands for the diagonal matrix, i.e
^§k

21&5diag@§1
21,§2

21,§3
21#, andk is the unknown coefficient vecto

to be determined through the satisfaction of the boundary co
tion. Substituting Eqs.~57! and ~26b! into ~60!, we obtain

w8~z!5e2 ick along the hole boundary. (61

Substituting the first relation of Eq.~59b! and Eq.~61! into the
first relation of~59a! with x andy given by Eq.~57!, the free edge
boundary condition, the second relation of Eq.~58a! now leads to

k5
ibM

2
A21i2 . (62)

By combining Eqs.~59!, ~60!, and~62!, the final explicit solution
of the present problem can be expressed as

f5f`2bM Im$A^§k
21&A21% i2 ,

(63)
a5a`2bM Im$B^§k

21&A21% i2 .

With the explicit solution found in Eq.~63!, the deflection,
bending moments and transverse shear forces of the plate can
be obtained by using the relations given in Eqs.~41! and~32!, or
by using Eqs.~26! and~27! with w found by Eqs.~60!, ~62!, and
~56!. Like the two-dimensional problems, by using some identit
the moments around the hole boundary can be obtained in a
explicit form. A detailed derivation and the related numerical c
culation and discussions as well as the reduction to crack p
lems can be found in Ref.@36#.

7.2 Example 2: An Anisotropic Plate Embedded With a
Rigid Elliptical Inclusion Subjected to Out-of-Plane Bending
Moments. In this example, we are dealing with the predisplac
boundary conditions since the edge of rigid inclusion cannot
dergo deformation. Like Eq.~58!, the boundary condition of this
problem can be expressed as

f52Myi2 at infinity,
(64)

a50 around the hole boundary.

By the approach similar to example 1 and referring to its cor
sponding two-dimensional problems@31,35#, we obtain the ex-
plicit solution for this example as

f5f`1M Re$A^§k
21&B21~ad12 ibd2!%,

(65)
a5a`1M Re$B^§k

21&B21~ad12 ibd2!%.

Detailed comparison and discussion of this result are also give
Ref. @36#, from which we know that our solution can be reduc
to the solution found in the literature for the special case of ort
tropic plate embedded with a rigid circular core.
704 Õ Vol. 70, SEPTEMBER 2003
ter-

ary

,

di-

then

es
real
l-

ob-

ed
n-

re-

n in
d
o-

8 Conclusions
A Stroh-like complex variable formalism for the bending theo

of anisotropic plates is established in this paper by taking
advantages of the Stroh-Lekhnitskii connection. Its associa
eigenrelation and orthogonality relation are also obtained. Alm
all the relations have been purposely arranged to have the s
form as those of the corresponding two-dimensional formalis
The results show that the only difference from the tw
dimensional formalism is that the eigenvector matricesA andB of
the general solutions shown in Eq.~42! have been interchanged
Due to the similarity, almost all the mathematical techniques
veloped for two-dimensional problems can be adopted for
plate bending problems. By simple analogy, many problems
cannot be solved previously now have the possibility to be sol
analytically. For the purpose of illustration, two examples a
solved analytically. One is an anisotropic plate weakened by
elliptical hole subjected to out-of-plane bending moments,
other is an anisotropic plate embedded with a rigid elliptical
clusion subjected to out-of-plane bending moments. The forme
a traction boundary value problem, while the latter is a displa
ment boundary value problem. The solutions show that they p
sess almost the same forms as those obtained for the corresp
ing two-dimensional problems. This gives us a hint that most
the pure bending problems for the homogeneous anisotropic p
can be solved even without detailed derivation if their count
parts in two-dimensional problems have been solved previous

The results of this paper stimulated us to develop a fully Str
like formalism for the coupled stretching-bending analysis
general composites. For the readers who are interested in the
ther development, please refer to our most recent work@25#.
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Appendix A: Stroh Formalism for Two-Dimensional An-
isotropic Elasticity

In a fixed rectangular coordinate systemxi , i 51,2,3, letm i ,
s i j , « i j be, respectively, the displacement, stress and strain.
strain-displacement equations, the stress-strain laws, and the e
tions of equilibrium for anisotropic elasticity are

« i j 5
1
2~ui , j1uj ,i !, (A1a)

s i j 5Ci jks«ks , (A1b)

s i j , j50, (A1c)

where repeated indices imply summation, a comma stands
differentiation, andCi jks are elastic constants, which are assum
to be fully symmetric and positive definite. Consider a tw
dimensional deformation in whichui , i 51,2,3, depend onx1 and
x2 only, the general solution to Eq.~A1! can be written as

u5(
k51

6

akf k~zk!, zk5x11mkx2 , (A2)

in which f k , k51,2, . . . ,6 arearbitrary functions of their argu-
ments andmk andak are the eigenvalues and eigenvectors of
following eigenrelation:

$Q1m~R1RT!1m2T%a50. (A3)

In Eq. ~A3! the superscriptT stands for the transpose andQ, R, T
are the 333 real matrices given by

Qik5Ci1k1 , Rik5Ci1k2 , Tik5Ci2k2 , (A4)

In Eq. ~A2!, we assume that the eigenvaluesmk , k51,2, . . . ,6,
are distinct and its associated eigenvectorsak , k51,2, . . . ,6, are
Transactions of the ASME
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independent each other. Sincemk cannot be real if the strain en
ergy is positive@29#, mk occurs as three pairs of complex conj
gates. We letmk135m̄k , Im(mk).0, k51,2,3, where an overba
denotes the complex conjugate and Im stands for the imagi
part. We then haveak135āk , k51,2,3. For the displacementu to
be real, we letf k135 f̄ k , k51,2,3, and Eq.~A2! becomes

u52 ReH(
k51

3

akf k~zk!J , (A5)

in which Re stands for the real part. Introducing the vector

b5~RT1mT!a52
1

m
~Q1mR!a, (A6)

where the second equality comes from Eq.~A3!, the stressess i j
obtained by substituting Eq.~A2! into ~A1a! and ~A1b! can be
written as

s i152f i ,2 , s i25f i ,1 , (A7)

wheref is the stress function

f52 ReH(
k51

3

bkf k~zk!J . (A8)

If we introduce a 331 column vectorf(z) and two 333 complex
matricesA andB by

f~z!5$ f 1~z1! f 2~z2! f 3~z3!%T,
(A9)

A5@a1 a2 a3#, B5@b1 b2 b3#,

Eqs.~A5! and ~A8! can be written as

u52 Re$Af ~z!%, f52 Re$Bf~z!%. (A10)

Equation~A6! can be reconstructed into the following standa
eigenrelation

Nj5mj, (A11)

where

N5FN1 N2

N3 N1
TG , (A12a)

j5 H a
bJ , (A12b)

and

N152T21RT, N25T215N2
T , N35RT21RT2Q5N3

T .

(A13)

Note that for the convenience of readers’ usage,Q, R, T de-
fined in Eq.~A4! are usually written as

Q5FC11 C16 C15

C16 C66 C56

C15 C56 C55

G , R5FC16 C12 C14

C66 C26 C46

C56 C25 C45

G ,

(A14)

T5FC66 C26 C46

C26 C22 C24

C46 C24 C44

G ,

whereCi j are the contracted notation of elastic tensorCi jkl @5,26#.

In-Plane Problem. Consider the anisotropic materials havin
one plane of elastic symmetry, i.e., the monoclinic materials
this case, the in-plane and anti-plane problems will decouple
only the in-plane problems are considered, the general solu
~A9! and~A10! and its associated eigenrelations~A11!–~A14! can
be reduced to the following. The general solution is
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u52 Re$Af ~z!%, f52 Re$Bf~z!%, (A15)

where

f~z!5$ f 1~z1! f 2~z2!%T,
(A16)

A5@a1 a2#, B5@b1 b2#.

The eigenrelation is

Nj5mj, (A17)

wherej is a 431 column vector defined in Eq.~A12b!, andN is a
434 matrix defined in Eq.~A12a! of which N1 , N2 , andN3 are
three 232 matrices defined in Eqs.~A13!. Q, R, andT matrices
defined in Eqs.~A14! are then reduced to

Q5FC11 C16

C16 C66
G , R5FC16 C12

C66 C26
G , T5FC66 C26

C26 C22
G .
(A18)

Appendix B: Lekhnitskii Formalism for Two-Dimen-
sional Anisotropic Elasticity

Consider the basic equations given in Eq.~A1!, and assume tha
the stresses are independent ofx3 . The equilibrium equation will
be satisfied automatically if we set

s115x ,22, s225x ,11, s1252x ,12, s3252c ,1 ,

s3152c ,2 . (B1)

Substituting Eqs.~B1! into the stress-strain relation, we may o
tain the expressions of strains in terms ofx andc. According to
the strain-displacement equations, integration of strains may
to the expressions of displacements. Moreover, since three
placement components come from five strain components,
compatibility conditions are needed. The satisfaction of these
compatibility conditions will then lead to the following sixth
order characteristic equation@1#

,2~m!,4~m!2@,3~m!#250, (B2)

where

,2~m!5Ŝ55m
222Ŝ45m1Ŝ44,

,3~m!5Ŝ15m
32~Ŝ141Ŝ56!m

21~Ŝ251Ŝ46!m2Ŝ24, (B3)

,4~m!5Ŝ11m
422Ŝ16m

31~2Ŝ121Ŝ66!m
222Ŝ26m1Ŝ22,

and Ŝi j are the reduced elastic compliances defined by

Ŝi j 5Si j 2Si3S3 j /S33. (B4)

It has been proved that the roots of the characteristic equa
~B2! are exactly the same as those obtained in Eq.~A3! or ~A11!
@7–11#. If we assume thatm1 , m2 andm3 are distinct, the genera
solutions of stresses and displacements derived according to
approach described above can then be expressed as

s1152 Re$m1
2f 18~z1!1m2

2f 28~z2!1m3
2l3f 38~z3!%,

s2252 Re$ f 18~z1!1 f 28~z2!1l3f 38~z3!%,

s12522 Re$m1f 18~z1!1m2f 28~z2!1m3l3f 38~z3!%, (B5)

s1352 Re$m1l1f 18~z1!1m2l2f 28~z2!1m3f 38~z3!%,

s2352 Re$l1f 18~z1!1l2f 28~z2!1 f 38~z3!%,

and
SEPTEMBER 2003, Vol. 70 Õ 705



be

u152 Re(

k51

3

hkf k~zk!,

u252 Re(
k51

3

gkf k~zk!, (B6)

u352 Re(
k51

3

ekf k~zk!,

where f k(zk), k51,2,3, are three holomorphic functions of com
plex variableszk (5x11mkx2), which will be determined by the
boundary conditions;lk , hk , gk , andek are defined as

l152,3~m1!/,2~m1!, l252,3~m2!/,2~m2!,
(B7)

l352,3~m3!/,4~m3!,

and

hk5Ŝ11mk
21Ŝ122Ŝ16mk1lk~Ŝ15mk2Ŝ14!,

gk5Ŝ12mk1
Ŝ22

mk
2Ŝ261lkS Ŝ252

Ŝ24

mk
D ,

ek5Ŝ14mk1
Ŝ24

mk
2Ŝ461lkS Ŝ452

Ŝ44

mk
D , k51,2,

(B8)
h35l3~Ŝ11m3

21Ŝ122Ŝ16m3!1Ŝ15m32Ŝ14,

g35l3S Ŝ12m31
Ŝ22

m3
2Ŝ26D 1Ŝ252

Ŝ24

m3
,

e35l3S Ŝ14m31
Ŝ24

m3
2Ŝ46D 1Ŝ452

Ŝ44

m3
.

By viewing the component form solutions~B5!–~B8! and the
matrix form solutions~A9!–~A10! or ~A5!–~A8!, it can be seen
that

ak5H hk

gk

ek

J , bk5H 2mk

1
2lk

J , k51,2, a35H h3

g3

e3

J ,

(B9)

b35H 2m3l3

l3

21
J .

In-Plane Problem. Similar to Stroh formalism, for in-plane
problems of monoclinic materials the general solutions~B5!–~B8!
can be reduced to

s1152 Re$m1
2f 18~z1!1m2

2f 28~z2!%,

s2252 Re$ f 18~z1!1 f 28~z2!%,

s12522 Re$m1f 18~z1!1m2f 28~z2!%, (B10)

u152 Re(
k51

2

hkf k~zk!,

u252 Re(
k51

2

gkf k~zk!,

where

hk5Ŝ11mk
21Ŝ122Ŝ16mk ,

(B11)

gk5Ŝ12mk1
Ŝ22

mk
2Ŝ26.

The associated characteristic equations~B2!–~B4! can also be re-
duced to
706 Õ Vol. 70, SEPTEMBER 2003
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Ŝ11m
422Ŝ16m

31~2Ŝ121Ŝ66!m
222Ŝ26m1Ŝ2250. (B12)

From Eq.~B9!, the eigenvectors of Stroh formalism can also
reduced to

ak5 Hhk

gk
J , bk5 H 2mk

1 J , k51,2. (B13)

Appendix C: The Explicit Expressions of N1 , N2 and N3
for the Plate Bending Problems

By following the steps described in Ting’s book@5#, we rear-
range Eq.~49! into

(C1)

Equation~C1! can also be written in matrix form as

F Q R

RT TGF Q2* R2*

R2*
T T* G5F I1 I12

0 I G . (C2)

Employing the relation

F I N1
T

0 N2
GF Q R

RT TG5F2N3 0

2N1 I G , (C3)

which can be verified by using the definition~47c!, Eq. ~C2! be-
comes

F2N3 0

2N1 I GF Q2* R2*

R2*
T T* G5F I N1

T

0 N2
GF I1 I12

0 I G (C4)

or

2N3Q2* 5I1 , 2N3R2* 5I121N1
T , 2N1Q2* 1R2*

T50,

2N1R2* 1T* 5N2 . (C5)

By knowing the structures ofN1 andN3 , which are@30#

N15F * 21

* 0 G , N35F * 0

0 0
G , (C6)

and making use of Eq.~C5!, the explicit expressions ofN1 , N2 ,
andN3 can then be obtained as those shown in Eq.~51!.
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Appendix D: Proof of the Orthogonality Relation,
Eq. „52…

Because the form of the eigenrelation for the plate bend
problems is exactly the same as that for the two-dimensional p
lems, in order to prove its orthogonality relation we just extra
the proof provided in Ting’s book@5#. Since the matrixN of the
eigenrelation~47! is not symmetric, its eigenvectorj is generally
called right eigenvector. Its associated left eigenvectorh satisfies
the following eigenrelation:

NTh5mh. (D1)

Introducing the constant matrix

J5F0 I

I 0G , (D2)

it can be shown thatJ5JT5J21 and JN is symmetric, i.e.,JN
5(JN)T5NTJ. Premultiplying both sides of Eq.~47a! by J and
usingJN5NTJ, we obtain

NT~Jj!5m~Jj!. (D3)

By comparing Eqs.~D1! and ~D3!, the left eigenvectorh can
therefore be assumed to have the form

h5Jj5 Hb
aJ . (D4)

To prove that the left and right eigenvectors associated with
ferent eigenvalues are orthogonal to each other, we consider
distinct eigenvaluesm i and m j . Their associated eigenrelation
can be written as

Nji5m iji , (D5a)

NThj5m jhj . (D5b)

Premultiplying both sides of Eq.~D5a! by hj
T and premultiplying

both sides of Eq.~D5b! by ji
T , we have

hj
TNji5m ihj

Tji , (D6a)

ji
TNThj5m jji

Thj . (D6b)

Transposing both sides of Eq.~D6b! and subtracting its result
from Eq. ~D6a!, we obtain

~m i2m j !hj
Tji50. (D7)

Hence, ifm iÞm j , hj
Tji50. The right eigenvectorj given by Eq.

~47!, and hence the left eigenvectorh by Eq.~D4! is unique up to
an arbitrary multiplier. Assuming thatmk , k51,2,3,4 are distinct,
we may then normalizejk by

hj
Tji5d i j . (D8)

In view of mk125m̄k , ak125āk , bk125b̄k , k51,2 and the defi-
nitions in the first two relations in Eq.~42b!, the second relation in
Eq. ~47b!, and relation~D4!, the orthorgonality relation~D8! can
therefore be written as that shown in Eq.~52!.
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Response Power Spectrum of
Multi-Degree-of-Freedom
Nonlinear Systems by a Galerkin
Technique
This paper deals with the estimation of spectral properties of randomly excited m
degree-of-freedom (MDOF) nonlinear vibrating systems. Each component of the vec
the stationary system response is expanded into a trigonometric Fourier series ov
adequately long interval T. The unknown Fourier coefficients of individual samples o
response process are treated by harmonic balance, which leads to a set of non
equations that are solved by Newton’s method. For polynomial nonlinearities of c
order, exact solutions are developed to compute the Fourier coefficients of the non
terms, including those involved in the Jacobian matrix associated with the implement
of Newton’s method. The proposed technique is also applicable for arbitrary nonline
ties via a cubicization procedure over the interval T. Upon determining the Fou
coefficients, estimates of the response power spectral density matrix are construc
averaging their squared moduli over the samples ensemble. Examples of applic
prove the reliability of the technique by comparison with digital simulation da
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Introduction
In the investigation of randomly excited multi-degree-o

freedom ~MDOF! dynamic systems the power spectral dens
matrix of the stationary response provides critical information
design and reliability analysis purposes. It is known that the
quency content of a linear system response is related to the
quency content of the excitation through a linear transforma
that involves the system transfer function matrix. The freque
content of a nonlinear system response, however, does not
itself to a straightforward mathematical representation, sinc
single-frequency excitation may generally lead to a multif
quency response.

A general approach to capture the effects of nonlinear beha
may be based on the so-called Volterra series expansion@1#. The
central concept of this approach is to expand the response pro
in a time-domain series where terms of ordern aren-fold convo-
lution integrals, which involven excitation times of the input. The
corresponding frequency-domain representation, therefore, ex
its multifrequency response transfer functions. For polynom
nonlinearities, impulse response functions of any ordern are ex-
pressed in terms of the first-order response functions, which
known from linear analysis. The system response power spe
density matrix can be then computed by multifold integrals in
frequency domain, as long as the Volterra series is truncate
finite order. In this context and to handle arbitrary nonlineariti
the so-called quadratization and cubicization procedures h
been developed@2,3#. They involve replacing the original nonlin
earities by equivalent polynomials of second or third order to
solved by the Volterra series method. The applicability of the
methods, however, is hampered by the significant computati
cost involved, especially for statistical cubicization@3,4#.

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Dec. 1
2001; final revision, June 5, 2002. Associate Editor: N. C. Perkins. Discussion o
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California–Santa Barb
Santa Barbara, CA 93106-5070, and will be accepted until four months after
publication of the paper itself in the ASME JOURNAL OF APPLIED MECHANICS.
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As an improvement to the standard linearization solution@5#,
alternative strategies have been developed by introducing in
equivalent linear system damping and stiffness elements dep
ing on random parameters@6–8#. Note, however, that these pa
rameters relate to a van der Pol transformation adopted for
system response, which is taken to be narrow band. This met
then, is best suited for nonlinear systems with light damping s
jected to wide-band excitations@9,10#.

Recently, the authors have pursued an alternative formula
of a numerical technique, known in the literature as a ‘‘Galerk
technique’’ @11,12#, which resorts to basic concepts of spect
analysis and signal processing to estimate the response p
spectrum of nonlinear single-degree-of-freedom~SDOF! systems.
In this context, the stationary response process has been expa
in an N-order Fourier series, over an adequately long intervaT,
and the unknown Fourier coefficients of individual samples of
response process have been determined by harmonic balanc
solve the set of nonlinear equations obtained from harmonic
ance, the authors have developed an efficient solution sch
based on Newton’s method, where exact solutions for the Fou
coefficients of the nonlinear terms have been used. In this man
a significant reduction of computational effort has been achie
as compared to the previous formulation of the technique, wh
an extensive use of the fast Fourier transform~FFT! technique has
been made@11#. Then, estimates of the response spectrum h
been constructed by averaging the square modulus of the c
puted Fourier coefficients over a number of samples.

This paper presents a formulation of the technique that is
plicable for both SDOF and MDOF systems. Numerical results
a Rayleigh oscillator and a four-degree-of-freedom system fea
ing flow-induced nonlinearities demonstrate its reliability.

Spectral Representation of the Response Process

Preliminary Background. Consider a scalar, real-valued sto
chastic process,y(t), 2`,t,`, stationary in the wide sense
with mean valuemy . According to the spectral representatio
theory @13,14#, y(t) can be represented as

6,
the

nt of
ara,
nal
© 2003 by ASME Transactions of the ASME
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y~ t !5my1E
0

`

cos~vt !du~v!1E
0

`

sin~vt !dv~v!, (1)

the integrals being defined in a mean-square sense. In Eq~1!
u(v) and v(v) are stochastic processes whose increme
du(v) anddv(v), have the properties

E@du~v!#5E@dv~v!#50, v>0 (2a)

E@du~v!du~v8!#5E@dv~v!dv~v8!#50, v,v8>0, vÞv8
(2b)

E@du~v!dv~v8!#50, v,v8>0 (2c)

E@ udu~v!u2#5E@ udv~v!u2#52Syy~v!dv, v>0 (2d)

with Syy(v) being the two-sided power spectral density ofy(t)
and E@•# denoting the operator of mathematical expectati
Equation ~1! may be interpreted as the limit in a mean-squa
sense of the trigonometric Fourier series

y~ t !5my1 lim
T→`

(
k51

`

Uk cos~vkt !1Vk sin~vkt !,

vk5kDv, T52p/Dv, (3)

where Uk5u(vk11)2u(vk), Vk5v(vk11)2v(vk) and Dv
5vk112vk . Therefore, properties similar to Eqs.~2! hold as-
ymptotically, asT→`, for the sequences of random coefficien
$Uk% and$Vk%,

E@Uk#5E@Vk#50 for any k, (4a)

E@UkU j #5E@VkVj #50 for any kÞ j , (4b)

E@UkVj #50 for any k, j , (4c)

E@Uk
2#5E@Vk

2#52Syy~vk!Dv for any k. (4d)

For numerical applications, an approximation ofy(t) can be ob-
tained by truncating Eq.~3! to a certain orderN, yielding

yN~ t !5my1(
k51

N

Uk cos~vkt !1Vk sin~vkt !, (5)

where the parametersT andN must be selected adequately larg

Application to the Nonlinear System Response. Next, con-
sider thed-degree-of-freedom system

MẌ 1CẊ1KX 1G~X,Ẋ!5F~ t !, (6)

where M , C, and K denoted3d mass, damping, and stiffnes
matrices, respectively;G~X,Ẋ! is an arbitrary nonlineard31 vec-
tor function of the variables XT5@x1 , . . . ,xd# and ẊT

5@ ẋ1 , . . . ,ẋd#; and F(t)T5@ f 1(t), . . . ,f d(t)# is a d31 vector
stationary random process. The symbol ( )T denotes vectorial
transposition. Assuming that the system response reaches sta
arity, both the input and the output processes may be represe
by a truncated Fourier series as in Eq.~5!. That is,

f i
N~ t !5m f i

1(
k51

N

Ak
~ i ! cos~vkt !1Bk

~ i ! sin~vkt !, i 51,2, . . . ,d

(7)

and

xi
N~ t !5mxi

1(
k51

N

Uk
~ i ! cos~vkt !1Vk

~ i ! sin~vkt !, i 51,2, . . . ,d.

(8)

Substituting Eqs.~7! and ~8! for the ith component ofF(t) and
X(t) in Eq. ~6! leads to

MẌ N1CẊN1KX N1G~XN,ẊN!5FN~ t !. (9)
Journal of Applied Mechanics
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In the following, aT-periodic solution of Eq.~9!, if it exists, will
be referred to as anN-order Galerkin approximation of the re
sponse processX(t) @11#.

Consider next an arbitrary realization of the excitati
processes

f̂ i
N~ t !5m f i

1(
k51

N

Âk
~ i ! cos~vkt !1B̂k

~ i ! sin~vkt !, i 51,2, . . . ,d.

(10)

The caret is introduced to distinguish the random process,f i
N(t),

from its generic sample function,f̂ i
N(t). To obtain f̂ i

N(t) in the
form given by Eq.~10!, digital simulation techniques may be use
@15#, or a standard FFT technique may be applied on experime
data. To determine theN-order Galerkin approximation of the cor
responding realization of the response process, written as

x̂i
N~ t !5mxi

1(
k51

N

Ûk
~ i ! cos~vkt !1V̂k

~ i ! sin~vkt !, i 51,2, . . . ,d

(11)

the unknown mean value,mxi
, and the sequences of unknow

Fourier coefficients,$Ûk
( i )% and$V̂k

( i )%, must be evaluated for eac
degree of freedom. For this, expanding the nonlinear te

G(X̂N,X̂̇N) in Eq. ~9! in a Fourier series, and using harmon
balance lead to the set of (2N11)d nonlinear equations

Jk~â!5~2vk
2M1K !Ûk1vkCV̂k

1
2

T E0

T

G~â,t !cos~vkt !dt2Âk50, (12)

JN1k~â!5~2vk
2M1K !V̂k2vkCÛk

1
2

T E0

T

G~â,t !sin~vkt !dt2B̂k50, (13)

Jm~â!5mX1
1

T E0

T

G~â,t !dt2mF50, (14)

wherek51,2, . . . ,N; thed31 vectorsÂk , B̂k , andmF are given
by the equations

Âk
T5@Âk

~1! ,Âk
~2! , . . . ,Âk

~d!#, (15a)

B̂k
T5@B̂k

~1! ,B̂k
~2! , . . . ,B̂k

~d!#, (15b)

mF
T5@m f 1

,m f 2
, . . . ,m f d

#. (15c)

That is,Âk and B̂k collect the Fourier coefficients of thekth har-
monic of the input in each degree of freedom. Similarly,Ûk , V̂k ,
andmX are written in the form

Ûk
T5@Ûk

~1! ,Ûk
~2! , . . . ,Ûk

~d!#, (16a)

V̂k
T5@V̂k

~1! ,V̂k
~2! , . . . ,V̂k

~d!#, (16b)

mX
T5@mx1

,mx2
, . . . ,mxd

#. (16c)

Further, the@(2N11)d#31 vectorâ collects all the unknowns

âT5@Û1
T , . . . ,ÛN

T ,V̂1
T , . . . ,V̂N

T ,mX
T#. (17)

For simplicity, the system of Eqs.~12!–~14! is recast in the form

J~â!50, (18)

whereJ~â! is a @(2N11)d#31 vector, given by the equation

JT~â!5@J1
T~â!, . . . ,JN

T~â!,JN11
T ~â!, . . . ,J2N

T ~â!,Jm
T~â!#.

(19)
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Applying Newton’s method to solve Eq.~18!, at thenth itera-
tion of the solution scheme one writes

J~â~n!!1DJ~â~n!!•~â~n11!2â~n!!50. (20)

Clearly, the entries of the vectorJ(â(n)), and of the Jacobian
matrix DJ(â(n)) in Eq. ~20! must be computed. For this, in Re
@11# the use of the FFT technique has been suggested. In
context, given the Fourier coefficients at thenth step, first the FFT
should be usedd times to determine the time seriesX̂N(sDt) at
discrete timet5sDt, over the time intervalT. Then, it should be
usedd times to compute the Fourier coefficients of the time ser
of the nonlinear functionsG(â(n),sDt) in J(â(n)), and (2N
11)d2 times to compute the Fourier coefficients of the time ser
of the nonlinear functions in the Jacobian matr
]G(â(n),sDt)/]â j , where j 51,2, . . . ,(2N11)d. Further, to
capture supplementary harmonics introduced by the nonlinear
and to avoid aliasing, additional computational effort is requir
to generate the time seriesX̂N(sDt), since a suitable number o
zeros to the Fourier coefficients ofX̂N(t) should be added at th
beginning of each step@11#. Clearly, such a procedure becom
computationally costly as the dimensionN of the problem
increases.

Efficient Solution for Systems With Cubic or Equivalent
Cubic Nonlinearity

In this section it is shown that, if the system nonlinearities c
be put in a cubic polynomial form, all the integrals in Eq.~20! can
be computed as closed-form functions of the unknownsâ(n). In
this manner, the implementation of Newton’s method is ma
very efficient and the drawbacks inherent in the use of the F
technique are eliminated.

Introduce the 2d31 state vector

ẐT5@X̂T,Ẋ̂T#5@ x̂1 , . . . ,x̂d , ẋ̂1 , . . . ,ẋ̂d#, (21)

and assume that

G~ Ẑ!5Gc~ Ẑ!5C01C1Ẑ1C2Ẑ@2#1C3Ẑ@3#, (22)

where Ẑ@p#, for p52,3, is a vector given by the lexicograph
listing of the homogeneousp-forms, ẑ1

p1ẑ2
p2
¯ ẑ2d

p2d, with ( pm

5p. That is,Ẑ@p# is a q31 vector, where

q5S 2d1p21
p D .

Further,C0 is a d31 vector andCp are time-invariantd3q ma-
trices, forp51,2,3. Note that cubic polynomial functions are co
sidered in Eq.~22! in order to represent both symmetric and no
symmetric nonlinear effects.

The ith component of the state vectorẐ, according to Eq.~11!,
can be represented as

ẑi
N5mzi

1(
k51

N

Ûk
zi cos~vkt !1V̂k

zi sin~vkt !. (23)

Clearly, due to Eq.~21! it is seen that

mzi
50, Ûk

zi5vkV̂k
zi 2d, V̂k

zi52vkÛk
zi 2d, i .d (24)

for anyk51,2, . . . ,N. Consider next Eqs.~12!–~14!. Substituting
Eq. ~22! for G(â,t), integrals of the form

Qc5E
0

T

ẑi
Nẑj

N cos~vkt !dt, (25a)

Qs5E
0

T

ẑi
Nẑj

N sin~vkt !dt, (25b)
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Pc5E
0

T

ẑi
Nẑj

Nẑl
N cos~vkt !dt, (26a)

Ps5E
0

T

ẑi
Nẑj

Nẑl
N sin~vkt !dt, (26b)

must be computed fork51,2, . . . ,N and i , j ,l 51,2, . . . ,2d. Ob-
viously, the integrands in Eqs.~25! and~26! are given as products
of harmonics. Thus, exact expressions can be readily found
using orthogonality properties of trigonometric functions over t
periodT. Accordingly, it is shown in the Appendix that the entrie
of both the vectorJ~â! and the matrixDJ~â! in Eq. ~20! can be
determined exactly.

For arbitrary nonlinearities, the proposed solution scheme
be still applied to an equivalent cubic polynomial whose coe
cients are determined by minimizing a mean-square error over
periodT. Specifically, introduce for each componentgi(Ẑ) of the
vectorG~Ẑ! the error measure

« i5gi~ Ẑ!2C0
~ i !2C1

~ i !T
Ẑ2C2

~ i !T
Ẑ@2#2C3

~ i !T
Ẑ@3#, (27)

where C0
( i ) is a constant parameter, andCp

( i ) is a q31 vector.
Then, at each iteration of Newton’s method the following minim
zation problem must be solved:

min
c0

~ i ! ,C1
~ i ! ,C2

~ i ! ,C3
~ i !

1

T E
0

T

« i
2dt. (28)

From Eq.~28! the linear system of equations

F A11
~ i ! A12

~ i ! A13
~ i ! A14

~ i !

A21
~ i ! A22

~ i ! A23
~ i ! A24

~ i !

A31
~ i ! A32

~ i ! A33
~ i ! A34

~ i !

A41
~ i ! A42

~ i ! A43
~ i ! A44

~ i !

GF C0
~ i !

C1
~ i !

C2
~ i !

C3
~ i !

G5F B1
~ i !

B2
~ i !

B3
~ i !

B4
~ i !

G , (29)

is derived, where the system matrix is symmetric andA jk
( i ) are

block matrices given by

A jk
~ i !5

1

T E0

T

Ẑ@ j 21#Ẑ@k21#T
dt, (30)

andBj
( i ) are column vectors given by

Bj
~ i !5

1

T E0

T

Ẑ@ j 21#gi~ Ẑ!dt, (31)

for j ,k51, . . . ,4,being Ẑ@0#51. Clearly, exact solutions can b
used to compute the integrals defined by Eq.~30!, and only the
integrals defined by Eq.~31! should be in general compute
numerically.

Irrespective of the nature of the system nonlinearities, poly
mial or otherwise, from repetitive application of the precedi
technique over various realizations of the input process, an
proximate solution for the two-sided power spectral density m
trix of the zero-mean response can be found using the equat

SXX~vk!'
E@UkUk

T1VkVk
T#

4Dv
, k51,2, . . . ,N. (32)

Numerical Examples

Rayleigh Oscillator. To assess the accuracy of the metho
consider first the so-called Rayleigh oscillator, in the form

ẍ12zv0~211« ẋ2!ẋ1v0
2x5 f ~ t !, (33)

with

v054.0, z50.05, «54.0. (34)
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The input excitationf (t) is a Gaussian, zero-mean process w
two-sided power spectral density

Sf f~v!5

S v

vs
D 2

H F12S v

vs
D 2G2

1S 2zg

v

vs
D 2J 2 , vs52.0, zg50.4.

(35)

The approximate time trajectory of the displacementx(t), Eq.
~8!, compared to a Monte Carlo record@15#, for Dv50.15 and
N550, is shown in Fig. 1. To perform the digital simulation,
standard Runge-Kutta algorithm has been used, with a time

Fig. 1 Rayleigh oscillator, time trajectories of the displace-
ment response

Fig. 2 Rayleigh oscillator, power spectral density of the dis-
placement response
Journal of Applied Mechanics
th

a
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Dt50.01. It is seen that, as the system reaches stationarity,
proposed technique reproduces well the response of the oscill
Figure 2 shows the power spectral density of the response.
new technique and the simulation, both performed over 100
ferent samples of the excitation process, have yielded virtu
identical results. The proposed technique, however, has pro
more efficient, as approximately half a dozen iterations at m
have been required to converge to the approximate Fourier c
ficients of the stationary response, with a relative tolerance eq
to 131023.

Flow-Induced Nonlinearity. To assess the usefulness of th
procedure when dealing with an arbitrary nonlinearity, the fo
degree-of-freedom system shown in Fig. 3 is now considered.
motion of this system is governed by Eq.~6!, where

G~X,Ẋ!5Gc~Ẋ!1Gf~Ẋ!, (36)

with

Gi
c~ ẋi 21 ,ẋi !5b~ ẋi2 ẋi 21!3, i 51, . . . ,4 (37a)

and

Gi
f~ ẋi !5gua1 ẋi u~a1 ẋi !, i 51, . . . ,4. (37b)

Note that Eq.~37b! is commonly used in offshore engineering fo
modeling flow-induced drag forces. The symbolF(t) denotes a
vector of zero-mean, Gaussian processes whoseith component is
given by the equation

f i~ t !5E
2`

`

hf~t!w~ t2t!dt, (38)

wherew(t) is a white noise with unit power spectral density, th
is,

E@w~ t !w~ t1t!#52pd~t!, (39)

andd~t! denotes the Dirac delta function. Further, the filter un
impulse response function,hf(t), is associated with the transfe
function

H f~v!5
1

A2~vb2va!
, va<uvu<vb (40a)

H f~v!50, everywhere else. (40b)

To apply the proposed technique as formulated in the prece
section, at each iteration of Newton’s method the damping ter
Eq. ~37b!, are recast in the equivalent cubic polynomial form,

gua1 ẋi u~a1 ẋi !'c0
~ i !1c1

~ i !ẋi1c2
~ i !ẋi

21c3
~ i !ẋi

3, (41)

for i 51, . . . ,4. Notethat, in this case, the minimization procedu
~28! leads to the set of equations

F a11
~ i ! a12

~ i ! a13
~ i ! a14

~ i !

2 a22
~ i ! a23

~ i ! a24
~ i !

2 2 a33
~ i ! a34

~ i !

2 2 2 a44
~ i !

GF c0
~ i !

c1
~ i !

c2
~ i !

c3
~ i !

G5F b1
~ i !

b2
~ i !

b3
~ i !

b4
~ i !

G , (42)

where

ajk
~ i !5

1

T E0

T

ẋi
j 1k22dt, j ,k51, . . . ,4 (43)

and

bj
~ i !5

1

T E0

T

gua1 ẋi u~a1 ẋi !ẋi
j 21dt, j 51, . . . ,4. (44)

A standard trapezoidal approximation is applied to compute
integrals~44!, while exact solutions can be found for Eq.~43!.
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Fig. 3 Four-degree-of-freedom system with cubic damping and flow-induced nonlinearity
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For the numerical computations, it is assumed thatva54.0 and
vb58.0. Further,b50.05,g50.5, a50.3, and the following val-
ues are selected for the entries of the matricesM , C, andK :

mi51.0, i 51, . . . ,4 (45a)

ci50.05, i 51, . . . ,4 (45b)

ki51.0, i 52,3,4 (45c)

and k152.0. Figure 4 shows the trajectoryx3(t) determined by
the proposed technique and by a Monte Carlo simulation, forDv
50.15 andN560. It is seen that, after the transient initial discre
ancies, an excellent agreement exists between the proposed
nique results and the simulated data, as the system resp
reaches stationarity. The simulated records have been obtaine
a standard Runge-Kutta algorithm with a time stepDt50.01. Fig-
ure 5 shows the power spectral density of the zero-mean resp
x4(t), as determined by the proposed technique and by the M
Carlo study. It is seen that the two approaches yield virtua
identical results. However, the proposed technique has been f
more efficient than the digital simulation, even accounting for
cubicization procedure, Eq.~42!. Similar results, in terms of reli-
ability and efficiency, have been found for the rest of the syst
coordinates; they are excluded for brevity.

Fig. 4 Four-degree-of-freedom system, time trajectories of the
displacement response of mass 3
, SEPTEMBER 2003
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onse
d by

onse
nte
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Concluding Remarks
A computationally efficient Galerkin or a harmonic balan

technique has been used to estimate spectral properties of
domly excited MDOF nonlinear systems. By expanding the s
tionary system response in a suitable Fourier series, it has b
shown that single realizations of the response process can
readily generated by solving a set of nonlinear algebraic equat
derived by harmonic balance. Specifically, an expeditious solu
scheme based on Newton’s method has been developed by
exact solutions for the Fourier coefficients of the nonlinear term
which are available for polynomial nonlinearities up to cubic o
der. Further, a simple cubicization procedure has been develo
to approximate arbitrary nonlinearities by cubic polynomials.
this manner, the method has been made more efficient tha
previous formulation requiring computationally costly use of t
FFT technique to determine the Fourier coefficients of the non
ear terms.

Numerical examples have shown the accuracy of the estim
both in terms of the response time trajectories and the po
spectral density matrix. From a computational point of view, t
technique has considerable advantages as compared to d
simulation, where the computational costs may become cons
able due to long transient parts of the trajectories, which canno
used to determine the statistical behavior of the stationary

Fig. 5 Four-degree-of-freedom system, power spectral density
of the zero-mean displacement response of mass 4
Transactions of the ASME
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sponse process. Further, note that when dealing with nonli
problems, the time step must be adequately small to elimin
numerical instabilities in the numerical integration algorithm,
well as aliasing when the FFT technique is applied to the disc
response record.

Irrespective of computational advantages, it is pointed out
Eq. ~18!, which is derived by the proposed technique, constitu
a nonlinear relationship between input/output parameters. Thu
can be treated as a constraint in conjunction with reliability a
optimization calculations of randomly excited dynamic syste
@16#. Finally, it must be noted that the proposed technique
been found reliable for systems with nonlinear damping,
which a rapid convergence of Newton’s method is achieved,
gardless of the initial guess for the unknown Fourier coefficie
of the response@12#. However, the applicability of the propose
technique for systems with nonlinear stiffness must be furt
investigated to account for jump phenomena, and presence o
ditional harmonics in the system response@17#. In this regard,
existing analytical solutions@18,19# for specific nonlinear system
can be used as benchmarks.
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Appendix
This appendix addresses the evaluation of the integrals of

nonlinear terms involved in the solution of Eq.~18! by Newton’s
method. Specifically it is shown that, when the system nonline
ity assumes the cubic polynomial form~22!, the integrals related
to the vectorJ~â!, given by

I c5E
0

T

G~â,t !cos~vkt !dt, (A1)

I s5E
0

T

G~â,t !sin~vkt !dt, (A2)

I 5E
0

T

G~â,t !dt, (A3)

as well as the integrals related to the Jacobian matrixDJ~â!,

Jc5E
0

T ]G~â,t !

]â j
cos~vkt !dt, (A4)

Js5E
0

T ]G~â,t !

]â j
sin~vkt !dt, (A5)

J5E
0

T ]G~â,t !

]â j
dt, (A6)

for j 51,2, . . . ,(2N11)d, can be determined in a closed form
First, consider Eqs.~A1!–~A3!. As long as Eq.~22! holds, the

terms in Eq.~25! can be found by determining the integrals

Qss5E
0

T

ẑi sin~v r t !sin~vst !dt, (A7)

Qsc5E
0

T

ẑi sin~v r t !cos~vst !dt, (A8)

Qcc5E
0

T

ẑi cos~v r t !cos~vst !dt, r ,s51,2, . . . ,N (A9)

for any i 51,2, . . . ,2d @the superscriptN in ẑi , which is given as
Eq. ~23!, here is omitted for brevity#. Recognize that such inte
grals are also required in evaluating the entries of the Jaco
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matrix, that is, the terms related toẐ@2# in Eqs.~A4! and~A5!, for
j51,2, . . . ,2N3d.Rudimentary algebraleadsto

Qss5mzi

p

Dv
d rs1

p

2Dv
~Û ur 2su

zi 2Ûr 1s
zi !, (A10)

Qsc5
p

2Dv S ur 2su
r 2s

V̂ur 2su
zi 1V̂r 1s

zi D , (A11)

and

Qcc5mzi

p

Dv
d rs1

p

2Dv
~Û ur 2su

zi 1Ûr 1s
zi !. (A12)

The symbold rs denotes the well-known Kronecker delta. To d
termine the terms involved in Eq.~26!, the integrals

Pss5E
0

T

ẑi ẑj sin~v r t !sin~vst !dt, (A13)

Psc5E
0

T

ẑi ẑj sin~v r t !cos~vst !dt, (A14)

Pcc5E
0

T

ẑi ẑj cos~v r t !cos~vst !dt, r ,s51,2, . . . ,N

(A15)

must be computed for anyi , j 51,2, . . . ,2d. Again, recognize that
such integrals are also involved in the evaluation of the entrie
the Jacobian matrix, that is, the terms related toẐ@3# in Eqs.~A4!
and ~A5!. Again, rudimentary algebra leads to

Pss5
p

2Dv
@mzi

~Û ur 2su
zj 2Ûr 1s

zj !1mzj
~Û ur 2su

zi 2Ûr 1s
zi !#

1
p

Dv
mzi

mzj
d rs1 Î 11 Î 2 , (A16)

where

Î 152 (
k51

N2ns p

4Dv
@Ûk

zi
•Ûk1ns

zj 1Ûk
zj
•Ûk1ns

zi 1V̂k
zi
•V̂k1ns

zj

1V̂k
zj
•V̂k1ns

zi #1 (
k51

ns21
p

8Dv
@2Ûk

zi
•Ûns2k

zj 2Ûk
zj
•Ûns2k

zi

1V̂k
zi
•V̂ns2k

zj 1V̂k
zj
•V̂ns2k

zi # (A17)

and

Î 25 (
k51

N2nd p

4Dv
@Ûk

zi
•Ûk1nd

zj 1Ûk
zj
•Ûk1nd

zi 1V̂k
zi
•V̂k1nd

zj

1V̂k
zj
•V̂k1nd

zi #1 (
k51

nd21
p

8Dv
@Ûk

zi
•Ûnd2k

zj

1Ûk
zj
•Ûnd2k

zi 2V̂k
zi
•V̂nd2k

zj 2V̂k
zj
•V̂nd2k

zi #, (A18)

with ns5r 1s, nd5ur 2su;

Psc5
p

2Dv FmziS ur 2su
r 2s

V̂ur 2su
zj 1V̂r 1s

zj D
1mzjS ur 2su

r 2s
V̂ur 2su

zi 1V̂r 1s
zi D G1 Ĵ11 Ĵ2 , (A19)

where
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k51

N2ns p

4Dv
@Ûk

zj
•V̂k1ns

zi 1Ûk
zi
•V̂k1ns

zj 2V̂k
zj
•Ûk1ns

zi 2V̂k
zi

•Ûk1ns

zj #1 (
k51

ns21
p

8Dv
@Ûk

zi
•V̂ns2k

zj 1Ûk
zj
•V̂ns2k

zi 1V̂k
zj
•Ûns2k

zi

1V̂k
zi
•Ûns2k

zj #, (A20)

Ĵ25 (
k51

N2nd p

4Dv

ur 2su
r 2s

@Ûk
zj
•V̂k1nd

zi 1Ûk
zi
•V̂k1nd

zj 2V̂k
zj
•Ûk1nd

zi 2V̂k
zi

•Ûk1nd

zj #1 (
k51

nd21
p

8Dv

ur 2su
r 2s

@Ûk
zj
•V̂nd2k

zi 1Ûk
zi
•V̂nd2k

zj 1V̂k
zj

•Ûnd2k
zi 1V̂k

zi
•Ûnd2k

zj #; (A21)

Pcc5
p

2Dv
@mzi

~Û ur 2su
zj 1Ûr 1s

zj !1mzj
~Û ur 2su

zi 1Ûr 1s
zi !#

1
p

Dv
mzi

mzj
d rs1 J̃11 J̃2 , (A22)

where

J̃15 (
k51

N2ns p

4Dv
@Ûk

zi
•Ûk1ns

zj 1Ûk
zj
•Ûk1ns

zi 1V̂k
zi
•V̂k1ns

zj 1V̂k
zj

•V̂k1ns

zi #1 (
k51

ns21
p

8Dv
@Ûk

zi
•Ûns2k

zj 1Ûk
zj
•Ûns2k

zi 2V̂k
zi
•V̂ns2k

zj

2V̂k
zj
•V̂ns2k

zi # (A23)

and

J̃25 (
k51

N2nd p

4Dv
@Ûk

zi
•Ûk1nd

zj 1Ûk
zj
•Ûk1nd

zi 1V̂k
zi
•V̂k1nd

zj 1V̂k
zj

•V̂k1nd

zi #1 (
k51

nd21
p

8Dv
@Ûk

zi
•Ûnd2k

zj 1Ûk
zj
•Ûnd2k

zi 2V̂k
zi
•V̂nd2k

zj

2V̂k
zj
•V̂nd2k

zi #. (A24)
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A New Approach for Reduced
Order Modeling of Mechanical
Systems Using Vibration
Measurements
This study investigates the possibilities of obtaining reduced order mass-damping-sti
models of mechanical systems using state space realizations identified via dynamic
It is shown that even when the system is insufficiently instrumented with sensor
actuators, it is still possible to create physically meaningful reduced order mass-dam
stiffness models that incorporate measured and unmeasured degrees of freedom
further discussed that certain assumptions, such as having a diagonal mass mat
having classical damping in the system, allow one to develop alternative reduced
representations with different physical interpretations. The theoretical presentatio
supplemented by a numerical example that illustrates the applications of the formula
developed herein.@DOI: 10.1115/1.1602482#
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1 Introduction
A well-known technique employed in modeling the dynam

of mechanical systems is the use of second-order matrix diffe
tial equations. In such a formulation, the coefficient matrices c
tain the physical mass, damping, and stiffness parameters o
system, which in turn affect the modal vibrational parameters s
as the natural frequencies and mode shapes. The construction
mass-damping-stiffness model based on material properties
the system’s geometry, as done in finite element analysis,
relatively straightforward procedure and is widely employed
predicting the response of a structure to prescribed inputs~for-
ward analysis!. The identification of such a model from the me
sured dynamic response, on the other hand, has proven to
tough challenge, and it is often referred to as the ‘‘~linear! inverse
vibration problem.’’

This problem has been addressed by various scholars in the
as evidenced by the works of Agbabian et al.@1#, Mottershead and
Friswell @2#, Berman@3#, Baruch@4#, Beck and Katafygiotis@5#,
Alvin et al. @6,7#, Tseng et al.@8,9#, and Balme`s @10#. Recently the
authors have presented a solution to this problem based on
tified state space realizations~@11,12#!. This solution has proven to
be more flexible and general than the previously available s
tions of the problem utilizing state space realizations, and it
been used effectively in estimating the physical parameters
various structural models~@13#!. On the other hand, even thoug
the requirements on the number of available sensors and actu
for a full order identification has been improved with the afo
mentioned solution, the question of obtaining reduced order m
els in the absence of full instrumentation has not been fully inv
tigated yet. A noteworthy exception to this claim is the study
Alvin et al. @7# in which the authors have provided a methodolo
that utilizes undamped second-order frequencies and mass
malized mode shapes to construct reduced order mass, dam
and stiffness matrices. The current study therefore is conce

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, June
2002; final revision, Jan. 28, 2003. Associate Editor: N. C. Perkins. Discussion o
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California—Santa B
bara, Santa Barbara, CA 93106-5070, and will be accepted until four months
final publication of the paper itself in the ASME JOURNAL OF APPLIED MECHAN-
ICS.
Copyright © 2Journal of Applied Mechanics
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with developing formulations that address the problem of insu
cient instrumentation, and attempts at providing new meth
based on identified state space models that utilize both dam
and undamped modal information.

The following sections are devoted to the review of the f
order modeling problem, effects of insufficient instrumentatio
possible reduced order modeling schemes, and alternative fo
lations that can be developed by considering frequently emplo
assumptions such as having a diagonal mass matrix and/or a
sically damped system. The proposed methodology/solution c
sists of three well-defined phases. First, a first-order model of
system is determined using the recorded input-output data. On
first-order model has been determined, the next step is to cons
the transformation matrix that relates the arbitrary coordinate
the identified state space model to the set of modal coordin
that are derived via the symmetric eigenvalue problem formu
tion. The construction of such a transformation matrix has b
shown to be possible if there is~at least! one co-located sensor
actuator pair~@11,12#!. With the use of this transformation, it wil
be shown to be possible to evaluate some partitions of the c
plex eigenvector matrix of the symmetric eigenvalue proble
Utilizing such information, the last step consists of construct
reduced order mass-damping-stiffness models based on the
tified complex eigenvalues and partitions of the complex eig
vector matrix. It will be shown in the latter sections that su
reduced order models are physically meaningful, and furtherm
that they can be analytically related to the full order matrices. T
last section is devoted to the presentation of a numerical exam
which illustrates the applicability of the solution and the formu
tions developed in this study.

2 Statement of the Problem
Consider anN degree of freedom viscously damped line

structural system, subjected tor external excitations. The equa
tions of motion for such a system can be expressed as

Mq̈~ t !1Lq̇~ t !1Kq~ t !5Bu~ t !, (1)

whereq(t) indicates the vector of the generalized nodal displa
ments, with (̇ ) and (̈ ) representing respectively the first- an
second-order derivatives with respect to time. The vectoru(t), of
dimensionr 31, is the input vector containing ther external ex-

5,
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nt of
ar-
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citations acting on the system, withBPReN3r being the input
matrix that relates the inputs to the DOF’s. The matricesM
PReN3N, LPReN3N, andKPReN3N are the symmetric positive
definite mass, damping, and stiffness matrices, respectively. Le
assume that onlym output time histories of the structural respon
are available, so that the measurement vectory(t), of dimensions
m31, can be written as

y~ t !5@~Cpq~ t !!T ~Cvq̇~ t !!T ~Caq̈~ t !!T#T, (2)

where the matricesCp , Cv , andCa relate the measurements
positions, velocities, and accelerations, respectively, and the
perscript ( )T denotes the transpose.

While the cases of a complete set of sensors (m5N ~@6#!! and
of a complete set of actuators (r 5N ~@8,9#!! have been previously
addressed, the ‘‘more general’’ case of a sufficient number of s
sors and actuators (m1r 5N11) with one co-located sensor
actuator pair has only recently been studied by the auth
~@11,12#!. In these recent studies the basic assumption is tha
each degree of freedom of the system, there is either a sens
an actuator with at least one degree of freedom having a
located sensor-actuator pair. In the present study, this assum
is removed and the analysis focuses on the case where, still
sidering a co-located sensor-actuator pair, a sufficient numbe
sensors and actuators is not available (m1r ,N11) so that there
will be degrees of freedom with neither a sensor nor an actua
This is a common scenario in real life applications where o
limited testing and measuring equipment is available. Howe
even with these limitations, some dynamic characteristics of
structural system can be retrieved and a ‘‘reduced’’ second-o
model of the ‘‘larger’’ structural system can still be obtained.

3 Transformation to a First-Order Modal Model
A well-known fact from control theory is that it is possibl

~and, in some cases, convenient! to transform the system o
second-order differential equations of motion into a system
first-order differential equations by introducing a state vec
z(t)5@q(t)Tq̇(t)T#T. As discussed in the works of Lus¸ @11# and
De Angelis et al.@12#, the equations of motion~1! and the output
equations~2! can be conveniently rewritten as

F L M
M 0 G ż~ t !1FK 0

0 2MGz~ t !5FB0 Gu~ t !, (3a)

y~ t !5@Cp 0#z~ t !, (3b)

where, for ease of exposition, we have considered only posi
measurements in the output equation~3b!. It should be pointed
out, however, that the following results are valid for any type
measurements~positions, velocities, or accelerations!, as dis-
cussed in Refs.@11#, @12#. The advantage of rewriting Eq.~1! into
Eqs.~3! is that now the associated eigenvalue problem in the s
space formulation preserves its symmetry, and this yields a g
advantage in posing the identification problem, as will be sho
in the following formulations. By indicating withcN32N
5@c1c2¯c2N# the matrix containing the eigenvectors of th
complex eigenvalue problem

~l i
2M1l iL1K!c i50 (4)

and withL2N32N the diagonal matrix containing all the comple
eigenvaluesl i ( i 51,2, . . . ,2N), it is possible to rewrite Eqs.~3!
in a modal form. Since the eigenvectorsc i ( i 51,2, . . . ,2N) can
be arbitrarily scaled, the scaling choice considered in this stud
such that~see Sestieri and Ibrahim@14#, Balmès @10#!

F c
cLGTF L M

M 0 G F c
cLG5I , (5a)

F c
cLGTFK 0

0 2MG F c
cLG52L, (5b)
716 Õ Vol. 70, SEPTEMBER 2003
t us
e

o
su-

en-
-
ors
, at
r or

co-
tion

con-
r of

tor.
ly
er,
the
der

of
tor

ion

of

tate
reat
wn

e

x

y is

and with this scaling, for aproportionally damped system, the real
and imaginary parts of the components of these complex eig
vectors are equal in magnitude. By using the transformationz(t)
5@cT(cL)T#Tz(t), and pre-multiplying Eq.~3a! by @cT(cL)T#,
the equations in modal coordinates can be written as

ż~ t !5Lz~ t !1cTBu~ t !, (6a)

y~ t !5Cpcz~ t !. (6b)

4 Determination of a ‘‘Reduced’’ First-Order Model of
the System

Here we assume that a state space realization~in some arbitrary
basis! of the dynamic system under investigation has been
tained using general input/output data. Such a realization ca
expressed as

ẋ~ t !5ACx~ t !1BCu~ t !,
(7)

y~ t !5CCx~ t !1DCu~ t !,

whereACPRe2N32N, BCPRe2N3r, CCPRem32N, andDCPRem3r

are the continuous time system matrices. In this study, an E
OKID based approach, as discussed by Juang and co-wor
@15,16# and Luş and co-workers@17,18#, is considered for the
identification of the discrete time system matrices of a state sp
realization, and these discrete time matrices are converted to
continuous time counterparts using the zero-order hold assu
tion. Here we assume that the external excitation is sufficien
rich so that all the vibrational modes of the structure are
equately excited. The advantages of using the ERA/OKID ba
approach are:~1! no data manipulation~integration or differentia-
tion! is needed, and~2! it has proven to be quite effective in
accurately identifying the dynamic characteristics of complex s
tems using very limited sets of sensors and actuators, even in
presence of noise~Luş @11#!. Hence it is very appropriate for the
purpose of this study, which is to analyze the case when the n
ber of sensors and actuators available is much smaller than
number of degrees of freedom of the structure.

By considering the transformationx(t)5wu(t), the continuous
time system of Eqs.~7! can also be written in modal coordinate
as

u̇~ t !5L8u~ t !1w21BCu~ t !, (8a)

y~ t !5CCwu~ t !, (8b)

where the matrixL8 contains the 2N continuous time eigenvalue
of the identified state space model, andw, of size 2N32N, is the
matrix of the corresponding eigenvectors. The matrixDC has been
omitted in Eq.~8b! because it is independent of coordinate tran
formations, and its presence or absence does not in any way
the development of subsequent results. At this point, it is notew
thy that, since the dimensions of (w21BC) are 2N3r and those of
(CCw) arem32N, the modal model represented in Eq.~8b! can
‘‘only’’ be used for sensors and actuators placed at locations sp
fied by the experimental setup used in dynamic testing. This li
tation will be overcome by the proposed approach, since it w
allow us to expand the input/output mapping to include ‘‘new
sensor/actuator locations.

4.1 Identifiable Partitions of the Complex Eigenvector
Matrix. If the first-order system of Eqs.~7! was identified using
data that actually came from the second-order model of Eq.~1!,
the models represented by Eqs.~6! and~8! are different models of
the same system, with the same set of eigenvalues. There
there must be a transformation matrixT that relates these two
representations, so that:

T 21L8T5L, (9a)

T 21w21BC5cTB, (9b)
Transactions of the ASME
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CCwT5Cpc. (9c)

The matrixL, which belongs to the state space model of E
~6!, is always diagonal since it is obtained via a symmetric eig
value problem. On the other hand, the matrixL8 of Eqs. ~8!
comes from an asymmetric eigenvalue problem, and it is kno
that diagonalization is not always guaranteed in an asymme
eigenvalue problem. In this case, however, since the asymm
eigenvalue problem is in fact derived from the symmetric eig
value problem, there will always exist a set of eigenvectors t
will yield L85L ~see Appendix A for a proof of this statement!.
Consequently, the transformation matrixT is also a diagonal ma
trix, denoted asT5diag(t1,t2, . . . ,t2N). Furthermore, it is as-
sumed that the structure is properly constrained~which generi-
cally is the case in a modal testing situation! so that there are no
rigid body modes. In addition, the input and output matrices~B
andCp , respectively! of the finite element model, which contai
information about the actuator and sensor locations, are assu
to be known.

The identification of the transformation matrix is continge
upon the existence of~at least! one co-located sensor actuator pa
To briefly summarize the procedure presented by Lus¸ @11# and De
Angelis et al.@12#, let us assume that there is a co-located sen
actuator pair at the genericjth degree of freedom~DOF!. The
co-location requirement may be written as

Cp~row corresponding to thej th DOF,:!c

5~cTB~ :,column corresponding to thej th DOF!!T.

(10)

For ease of presentation, we shall resort to the notationM ( j ,:) to
denote the row of a generic matrixM that corresponds to thejth
DOF, and we shall denote byM (:, j ) the column of that matrix
corresponding to thejth DOF. Hence, the co-location requireme
is given byCp( j ,:)c5(cTB(:, j ))T, or, with the use of the trans
formation equations,

CC~ j ,:!wT 25~w21BC~ :, j !!T, (11)

which yields 2N equations for the 2N unknowns in the diagona
matrixT. It should be noted that the co-location requirement d
not need to be satisfied in a strict sense. For example, in the
of a rigid body, such a requirement may be rephrased in alte
tive forms by properly combining the inputs and outputs. In a
case, it is evident that the total number of available sensors
actuators has no bearing on the identifiability of the transform
tion matrix, rather it is in the determination of the eigenvec
matrix c that the limitation imposed by the insufficient set
sensors/actuators appears. Some components of the matrixc can
be determined using the information contained in the input
output matrices. When there is a sensor at thekth DOF, then the
kth row of the matrixc can be evaluated via Eq.~9c!, which may
be written as

c~k,:!5CC~k,:!wT. (12)

On the other hand, if there is an actuator located at thekth DOF,
then thekth row of the matrixc can be obtained using Eq.~9b!,
i.e.,

c~k,:!5~T 21w21BC~ :,k!!T. (13)

Clearly, this argument can be applied to determine ‘‘only’’n
5m1r 21 rows of the eigenvector matrixc, assuming that there
is only one co-located sensor-actuator pair (n5m1r 2nc if there
are nc co-located sensor-actuator pairs!. It is important to notice
that, in correspondence of a degree of freedom with either a
sor or an actuator, the entire row~corresponding to that degree o
freedom! of the eigenvector matrixc can be evaluated. This i
equivalent to saying that, at each of these degrees of freedom
corresponding components of all the 2N complex vibrational
modes are determined. For the other degrees of freedom tha
Journal of Applied Mechanics
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not instrumented with either a sensor or an actuator, however
corresponding components of the complex eigenvector matric
cannot be evaluated since it will not be possible to set up Eq.~12!
or Eq.~13!. For a detailed discussion of the aforementioned me
odology, the reader is referred to the presentations in the work
Luş @11# and De Angelis et al.@12#.

Once all the identifiable rows of the matrixc have been com-
puted using either Eq.~12! or Eq. ~13!, it is convenient to rear-
range them by moving all the known rows at the top of the ma
c while the unknown rows are moved down. This is equivalent
rearranging the vector of the degrees of freedom in ‘‘known’’ a
‘‘unknown’’ DOF’s. The eigenvector matrixc can then be repre-
sented as

c53
ĉ1,1 ĉ1,2 ¯ ĉ1,2N

ĉ2,1 ĉ2,2 ¯ ĉ2,2N

] ] ] ]

ĉn,1 ĉn,2 ¯ ĉn,2N

c̄n11,1 c̄n11,2 ¯ c̄n11,2N

] ] ] ]

c̄N,1 c̄N,2 ¯ c̄N,2N

4 , (14)

whereĉ i , j denotes the ‘‘known’’ component of thejth mode at the
ith degree of freedom, whilec̄k, j denotes the ‘‘unknown’’ compo-
nent of thejth mode at thekth degree of freedom.

4.2 Expanding the Input-Output Mapping. Having deter-
mined then rows of the matrixc ~denoted byĉ), it is now
possible to construct a new state space model, which can
predict the system’s response atactuator locations for excitations
applied atsensorlocations. This new system is an improveme
on the initial first-order system, for which the actuator and sen
locations were fixed and limited to the initial test configuration

If a certain degree of freedom, e.g., thejth DOF, has an actuato
placed on it, then the contribution of the excitation to the st
equation is through the termcTB(:, j ). Analogously, if a sensor is
placed on thejth DOF, then the state vector is related to th
output through the termCp( j ,:)c. By assuming that sensors ar
placed at the DOF’s where the actuators are placed and tha
tuators are placed at the DOF’s with sensors, a hypothetical ‘
panded set of (m1r 2nc) co-located sensor-actuator pairs’’ ca
be created. For each of such pairs, the co-location requireme
given byCp( j ,:)5B(:, j )T, for j 51 to (m1r 2nc). This would
allow us to create new input and output matrices, namelyB̂ and
Ĉp , that can be used in a new state equation, which can be wr
as

ż~ t !5Lz~ t !1ĉTB̂û~ t !, (15a)

ŷ~ t !5Ĉpĉz~ t !, (15b)

where the quantities with (ˆ ) are related to then degrees of free-
dom with either a sensor or an actuator. It is important to note
the new input vectorû(t) and the new output vectorŷ(t) now
contain information about all then active degrees of freedom
providing a more general input/output mapping. This is to say t
~1! it is now possible to predict the output at any of the DOF’s th
did not have a sensor but had an actuator placed on them, an~2!
if it so happens that the system is subjected to a new input app
at any of the aforementionedn active DOF’s, it is also possible to
accurately predict the response at any of those locations.
operation can be seen as the time domain equivalent of build
the transfer function matrix of the system using the symme
property of such a matrix. If, for example, one had identified t
components of the transfer function matrix that relates theith
SEPTEMBER 2003, Vol. 70 Õ 717
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input to thejth output, then it is also possible to obtain immed
ately the component relating a hypothetical output at theith DOF
to a hypothetical input at thejth DOF.

5 Retrieving the Mass, Damping, and Stiffness Matri-
ces of the ‘‘Reduced Order Model’’

5.1 The General Case. Having determined then rows of
the matrixc ~denoted byĉ), it is now possible to determine
compact form of the mass, damping, and stiffness matrices rel
to the reduced model. To this end, let us consider the gen
expressions of the mass, damping, and stiffness matrices o
larger system which are obtained by imposing the orthogona
conditions given in Eqs.~5!. As shown in Refs.@10# and @12#,
these matrices can be expressed as

M5~cLcT!21, (16a)

L52McL2cTM, (16b)

K52~cL21cT!21. (16c)

Since the mass and stiffness matrices have similar structure
us first analyze the reduced form of the mass and stiffness m
ces. Using the subdivision of the matrixc presented in Eq.~14!, it
is possible to express the matricesM andK in partitioned forms
as

M5F ĉLĉT ĉLc̄T

c̄LĉT c̄Lc̄TG21

; K52F ĉL21ĉT ĉL21c̄T

c̄L21ĉT c̄L21c̄TG21

,

(17)

where ĉ, of dimensionn32N, and c̄, of dimension (N2n)
32N, are the submatrices ofc corresponding to known and un
known degrees of freedom, respectively. By employing the
verse of only the known portion ofM21, it is possible to obtain
a ‘‘reduced’’ order mass matrix of the structural system,M̂, of
dimensionn3n, as

M̂5@ĉLĉT#21. (18)

Similarly, a reduced ordern3n stiffness matrix of the system,K̂,
can be obtained as

K̂52@ĉL21ĉT#21. (19)

These two matrices are symmetric and are related to the ge
N3N mass and stiffness matrices of the structural system thro
a static condensation relationship. In fact, from Eqs.~18! and~19!,
both matrices are presented as the inverse of a symmetric m
which itself is a partition of a larger matrix. If we now rewrite th
partitioned form ofK as

K5FKnn Knu

Kun Kuu
G52F ĉL21ĉT ĉL21c̄T

c̄L21ĉT c̄L21c̄TG21

(20)

then what we have denoted asK̂52@ĉL21ĉT#21 is in fact

K̂5@Knn2KnuKuu
21Kun#. (21)

It is important to note that the expression in Eq.~21! is identical to
an expression we would have got if we had considered the s
condensation of the matrixK by employing the DOF’s with either
an actuator or a sensor as the ‘‘independent’’ DOF’s, and
DOF’s with neither an actuator nor a sensor as ‘‘dependent’’~con-
densed! DOF’s. This expression ofK̂ is also identical to the re-
duced stiffness matrix one would obtain using the Guyan red
tion ~@19#!. Because of the similarity in the structure ofM and
K, the first argument holds true also for the mass matrix, so
the reduced mass matrix corresponds to

M̂5@Mnn2MnuMuu
21Mun# (22)
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with the partitions defined analogously. However, since this
duced mass matrix is obtained only with the partitions of t
larger mass matrix and does not involve any contribution from
stiffness matrix, it is in general quite different from the reduc
mass matrix one would get using the Guyan reduction. In fa
these reduced order matricesK̂ andM̂ are also known as the
Schur complements of the partitionsKuu andMuu , respectively.

With regard to the damping matrix, its reduced form can
obtained from Eqs.~16!, by accounting only for the known parti
tions of c andM. This reduced order damping matrixL̂, of
dimensionsn3n, is symmetric and can be expressed as

L̂52M̂ĉL2ĉTM̂, (23)

where the information about all theN DOF’s of the ‘‘larger’’ sys-
tem have been included throughM̂, ĉ, andL.

5.2 Block Diagonal Mass Matrix Case. If the system un-
der consideration has a block diagonal mass matrix, it is poss
to provide new interpretations to the results of the previous s
tion. Let us first note that a block diagonal mass matrix may
partitioned as

M5FMnn 0

0 Muu
G

and that for this case Eq.~22! leads to

M̂5@ĉLĉT#215Mnn . (24)

Therefore, for a system with a block diagonal mass matrix,
subpartition of the mass matrix related to the instrumented DO
can be directly and exactly evaluated using the available com
modal information. Similarly, since in this case the expression
the damping matrix can be written as

L5FLnn Lnu

Lun Luu
G

52FMnn 0

0 Muu
GF ĉL2ĉT ĉL2c̄T

c̄L22ĉT c̄L2c̄TG FMnn 0

0 Muu
G ,
(25)

the partitionLnn can also be directly and exactly evaluated as

Lnn52MnnĉL2ĉTMnn . (26)

The partitions of the stiffness matrix, however, are not
straightforward to evaluate, and only approximate results may
obtained. In order to clarify this comment, let us go back to E
~5b! and rewrite it as

cTKc2LcTMcL52L. (27)

Premultiplying Eq.~27! with cL and postmultiplying it withLcT

leads, with the help of the relations in Eqs.~16!, to

K52McL3cTM1LM21L (28)

and, using the partitions of the mass and damping matrices,
~28! may be rewritten as

Knn5LnnMnn
21Lnn1LnuMuu

21Lun2MnnĉL3ĉTMnn .
(29)

Clearly this expression can not be evaluated exactly sinceLnu ,
Muu , andLun are unknown quantities. The ‘‘closeness’’ of th
estimation naturally depends on the contribution of the unkno
term, and unfortunately it is not trivial to quantify due to its so
dependence on unattainable parameters of the system.

5.3 Diagonal Mass Matrix Case With Mass Normalized
Normal Modes. The discussion until now has focused on t
complex eigenvectors and eigenvalues which are a direct pro
of the state space formulation. The normal modal parameters
Transactions of the ASME
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the other hand, are also widely used in modal analysis, and in
section we present a new methodology that utilizes such infor
tion to construct partitions of the mass, damping, and stiffn
matrices.

The eigenvalue problem for the so called normal modal par
eters is given by

MfV25Kf, (30)

whereV25diag(V1
2,V2

2, . . . ,VN
2 ) is a diagonal matrix containing

the squares of the undamped natural frequencies, andfN3N is the
eigenvector matrix whose columns are the normal~undamped!
eigenvectors of the system. Here we assume that the eigenve
are mass normalized, i.e., that they are scaled such that

fTMf5I , fTKf5V2. (31)

The determination of these normal modal parameters from exp
ments is possible for classically damped systems; the read
referred to the work of Alvin et al.@7# for a brief discussion of
candidate procedures. Here we employ the same assumptio
Alvin et al. @7# regarding the availability of these modal param
eters, and assume that~i! the system is classically damped, so th
the undamped eigenvalues and modal damping percentages c
easily evaluated from the continuous time poles of the identi
state space model~as discussed, for example, by Lus¸ @11#!, and
that~ii ! the mass normalized undamped mode shapes are know
the sensor locations.

Using these normal modal parameters, the mass, damping
stiffness matrices can be constructed using

M5f2Tf21, L5f2TEf21, K5f2TV2f21, (32)

whereE is the damping matrix in modal coordinates~diagonal for
a classically damped system!. If, on the other hand, the system
not fully instrumented, then it will not be possible to evaluate t
whole eigenvector matrixf, and hence Eqs.~32! will not be ap-
plicable. It will still be possible, however, to employ alterna
expressions to estimate partitions of the mass, damping, and
ness matrices, provided that the system has a diagonal mass
trix. To investigate this claim, let us start by partitioning the
genvector matrix such that

f5F f̂

f̄G , (33)

where f̂n3N is the partition off that can be determined, an
f̄ (N2n)3N denotes the partition that can not be evaluated due
insufficient instrumentation. Furthermore, the singular value
composition off is given by

f5F f̂

f̄G5USVT5F ÛSVT

ŪSVTG , (34)

whereUN3N and VN3N are real unitary matrices containing th
left and right singular vectors, andSN3N is a diagonal matrix
containing the singular values. Using this decomposition, the
verse off can be expressed as

f215VS21UT5@VS21ÛT VS21ŪT# (35)

and, using Eqs.~32!, the expressions for the mass, damping, a
stiffness matrices can be written as

M5FMnn Mnu

Mun Muu
G5F ÛS21VTVSÛT ÛS21VTVSŪT

ŪS21VTVSÛT ŪS21VTVSŪTG ,

(36a)

L5FLnn Lnu

Lun Luu
G5F ÛS21VTEVSÛT ÛS21VTEVSŪT

ŪS21VTEVSÛT ŪS21VTEVSŪTG ,

(36b)
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K5FKnn Knu

Kun Kuu
G5F ÛS21VTV2VSÛT ÛS21VTV2VSŪT

ŪS21VTV2VSÛT ŪS21VTV2VSŪTG .

(36c)

It should be emphasized that, since the whole eigenvector
trix f is not available, it is in general not possible to determine
matricesÛ, Ū, S, and V. It can be shown, however, that if th
system has a diagonal mass matrix, then the partitionVS21ÛT is
identically equal to the Moore-Penrose pseudoinverse off̂, i.e.,

VS21ÛT5f̂†, (37)

wheref̂† denotes the Moore-Penrose pseudoinverse~see Appen-
dix B for the proof of the statement!. Therefore the partitions of
the mass, damping, and stiffness matrices corresponding to
known DOF’s can be exactly evaluated using

Mnn5~f̂†!T~f̂†!, Lnn5~f̂†!TE~f̂†!,

Knn5~f̂†!TV2~f̂†!. (38)

It should be noted that these expressions complement the
sults presented in the work of Alvin et al.@7#, wherein the authors
had provided expressions that yielded reduced order matr
equivalent to ones that would be obtained via Guyan reductio

As a final note, it should be mentioned that reduced or
physical matrices, obtained via the procedures described he
do not completely reflect the full dynamics of the system, i.e.,
response of the measured/excited DOF’s as predicted by the
duced order system will not be equal to the true response of
respective DOF’s of the full order model. This problem is com
mon to all reduction schemes, whether they start from an ide
fied model or an analytical model, and is mainly due to the f
that the reduced order matrices lead to a different eigenva
problem than that of the full order matrices, and that modal pr
erties of the full order system are not preserved in this new eig
value problem. Therefore it is best to use the information obtai
via the proposed schemes for obtaining reduced order mode
investigating the partitions of the full order matrices, e.g.,
health monitoring or model updating. In order to accurately p
dict the structural response, one should use the state space m
represented by the system in Eqs.~15!.

6 Numerical Examples

6.1 4-DOF System. In order to present the various stages
the proposed approach, let us consider a brief numerical exam
The system we study is the 4 DOF lumped mass model show
Fig. 1. The dynamic data to be used in the identification is

Fig. 1 4 DOF lumped mass system
SEPTEMBER 2003, Vol. 70 Õ 719
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tained by subjecting this system to a white noise input at
second DOF, and displacements are assumed to be measu
the first and the second DOF’s. It should be strongly emphasi
however, that the methodology is also applicable with veloc
and/or acceleration measurements. The reader is referred t
works of Luş@11# and De Angelis et al.@12# for a thorough dis-
cussion of this issue.

The system properties are chosen as follows:M150.8, M2
52.0, M351.2, M450.6, ki51.0 for i 51, 4, 5, 7,ki52.0 for i
52, 3, 6, 8, andci50.13ki for all i. Note that this choice of the
viscous damping coefficients leads to a classically damped
tem, thereby allowing us to discuss all the formulations develo
in this study. With these parameters, the mass, damping, and
ness matrices can be constructed as

M5F 0.8 0 0 0

0 2 0 0

0 0 1.2 0

0 0 0 0.6

G ;

L5F 0.4 20.1 20.1 0

20.1 0.5 20.1 20.1

20.1 20.1 0.4 0

0 20.1 0 0.3

G ;

K5F 4 21 21 0

21 5 21 21

21 21 4 0

0 21 0 3

G .

Note that the partitions of the stiffness matrix defined in Eq.~20!
are given for this system and instrumentation set up by

Knn5F 4 21

21 5 G ; Knu5F21 0

21 21G ,
Kun5F21 21

0 21G ; Kuu5F24 0

0 3G .
The partitions of the mass and the damping matrices are defi
analogously.

The initial stage in the proposed methodology is the identifi
tion of a first-order model of the system. Using the OKID/ER
approach~@16,18#!, a single input–two output system is easi
identified. The success of this identification may be easily jud
by comparing the actual and identified values of the continu
time poles, which are presented in Table 1.

Clearly, the OKID/ERA algorithm has been extremely succe
ful in realizing an initial state space model even with two outp
and a single input, as evidenced by the exact agreement bet
the actual and identified values of the poles. Also note that w

Table 1 Actual and identified continuous time poles of the
model. Re „ … and Im „ … refer, respectively, to the real and imagi-
nary components of the poles.

Actual Identified

Re(li) Im(li) Re(li) Im(li)

20.077 21.244 20.077 21.244
20.077 11.244 20.077 11.244
20.170 21.838 20.170 21.838
20.170 11.838 20.170 11.838
20.263 22.278 20.263 22.278
20.263 12.278 20.263 12.278
20.281 22.353 20.281 22.353
20.281 12.353 20.281 12.353
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the rich input employed in the test, it was in fact possible
identify all the poles of the system. Starting with this initi
model, the next step is to find the matrixT that allows us to
transform the equations in Eqs.~8! to the modal coordinates of th
symmetric eigenvalue problem given by Eqs.~6!. Since the sys-
tem has a co-located sensor-actuator pair located at the se
DOF, it is indeed possible to identify the transformation mat
and execute the transformation. Furthermore, using the equa
in the transformed modal coordinates, the partitions of the co
plex eigenvector matrix corresponding to the instrumented DO
~the first and the second DOF’s for this example! may be evalu-
ated. In fact, in this case we getĉ5@ĉ1ĉ1* ĉ2ĉ2* ĉ3ĉ3* ĉ4ĉ4* #,
where the superscript~* ! denotes complex conjugate, with

ĉ15F0.161310.1613
0.251510.2515G ; ĉ25F 0.105410.1054

20.128820.1288G ,
ĉ35F0.139410.1394

0.056010.0560G ; ĉ45F20.302620.3026
0.060810.0608 G .

Note that the real and imaginary parts of the components of th
eigenvectors are equal in magnitude; this phenomenon is du
the particular scaling choice expressed in Eqs.~5! and it is indica-
tive of the fact that the system is classically damped. At this po
we have all the information we need to evaluate the reduced o
matrices. Starting with Eqs.~18! and ~19!, we have

M̂5@ĉLĉT#215F0.8 0.0

0.0 2.0G , (39a)

K̂52@ĉL21ĉT#215F 3.75 21.25

21.25 4.12G . (39b)

Note that, since the mass matrix was diagonal, the identified
duced order mass matrixM̂ is nothing but the 232 partition
corresponding to the first and the second DOF’s~i.e.,Mnn), and
this result was to be expected due to Eq.~24!. The identified
reduced order stiffness matrixK̂, on the other hand, is exactl
equal to the matrix one would get by statically condensing
third and the fourth DOF’s~i.e., Guyan reduction!; the result of
such a reduction would be given by the formulaKnn

2KnuKuu
21Kun with the partitions presented above. Analogous

a reduced order damping matrix can be obtained via Eq.~23! as

L̂52M̂ĉL2ĉTM̂5F 0.4 20.1

20.1 0.5 G .
Once again, owing to the diagonal nature of the mass matrix,
reduced order damping matrix is nothing but the 232 partition
corresponding to the first and the second DOF’s, i.e.,L̂5Lnn , as
was expressed in Eq.~26!.

An alternate expression one could obtain for a reduced o
stiffness matrix would be with the use of Eq.~29!. In fact, using
this equation, one could get an estimate of the partitionKnn by
ignoring the contribution of the unknown termLnuMuu

21Lun ,
which in this case leads to

Knn
est5F 3.99 21.01

21.01 4.98G .
Even though this estimate is in error, it is interesting to note t
the error is in fact quite small for the system under considerat
In general, the ‘‘closeness’’ of this estimate will naturally depe
on the nature of the neglected term as discussed in the prev
sections.

As a final note, let us consider the estimates we could ob
using normal modal parameters. With the instrumentation at ha
it would be possible~see Alvin et al.@7# and Bernal and Gunes
@20#! to get the partitionf̂ of the mass normalized eigenvectors
Transactions of the ASME
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f̂5F20.3598 0.2858 20.4207 0.9284

20.5610 20.3492 20.1691 20.1865G .
Since the second-order eigenvalues and modal damping ratio
be evaluated directly from the continuous time poles of the id
tified first-order system~for an explanation of the procedure, se
for example, the study by Lus¸ et al. @18#!, the second-order ma
tricesE andV2 may be easily constructed as

V25F 1.553 0 0 0

0 3.407 0 0

0 0 5.257 0

0 0 0 5.616

G ;

E5F 0.1553 0 0 0

0 0.3407 0 0

0 0 0.5257 0

0 0 0 0.5616

G .

Hence, using Eqs.~38!, the partitionsMnn , Lnn , andKnn can
be evaluated as

Mnn5F0.8 0.0

0.0 2.0G ; Lnn5F 0.4 20.1

20.1 0.5 G ;
Knn5F 4.0 21.0

21.0 5.0 G
and clearly these identified matrices are identically equal to t
respective actual values.

6.2 Applications for Health Monitoring. To briefly inves-
tigate the applicability of the proposed technique to structu
health monitoring, let us now consider a second structural sys
which is represented by the truss shown in Fig. 2. The mate
and geometric properties of the various elements are reporte
the figure while the values of the lumped masses are:m15m6
5100 K gm and m25m35m45m55200 K gm. For this ex-
ample, it is assumed that the system is classically damped. Su
truss is subjected to three applied random forces, two of which
acting in the horizontal direction~at nodes 1 and 5! and one is
applied along the vertical direction~at node 4!.

For the case of a limited set of sensors, let us assume tha
displacements along the horizontal direction have been meas
at nodes 2, 3, and 4 while the vertical displacements have b
measured only at nodes 1, 2, 3, and 4. It is clear that, in this c
the co-located sensor-actuator pair is the one corresponding t
horizontal direction at node 4. To monitor the structural health
such a truss system, we consider two configurations:~1! the ‘‘un-
damaged’’ configuration, in which the structure is assumed to
as previously described, and~2! the ‘‘damaged’’ configuration, in
which a structural element~i.e., 6-C! has been removed to simu
late the effect of damage.

Using this input-output sets, the identified first-order unda
aged and damaged models still show the contribution of 12 vib

Fig. 2 Example truss structure
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tional modes, as shown in Table 2. The damping and freque
values differ for the undamaged and the damaged structure du
the structural change. Analogous changes appear in the iden
reduced~939! stiffness matrix for the two cases, as presented
Table 3. By comparing these two matrices, it is possible to id
tify the elements that have suffered structural damage: here
clear that all the stiffness coefficients related to node 6~presented
in bold face! are affected by the change. This provides a use
indication about the location of the damaged area.

With regard to the mass and damping matrices, the identi
reduced mass matrix is identical to that obtained from static c
densation of the mass matrix of the entire system while the
duced damping matrix comes from the elimination of appropri
rows and columns~in this case, the 10th, 11th and 12th! from the
general damping matrix.

7 Conclusions
In this study, the authors have derived various formulatio

regarding the construction of reduced order mass-damp
stiffness models from identified state space realizations. In
ticular, it has been shown that

~1! For nonclassically damped systems, it is possible to retri
statically condensed versions of the mass and stiffness
trices. Such a condensation treats the instrumented DO
~instrumentation in the form of acceleration, velocit
and/or position sensors and force actuators! as the ‘‘inde-
pendent’’ DOF’s, while the remaining DOF’s are treated
the ‘‘dependent’’ DOF’s and condensed.

~2! If the system has a block diagonal mass matrix, it is p
sible to exactly construct the partitions of the full ord
mass and damping matrices corresponding to the ins
mented DOF’s. Furthermore, it is also possible to obtain
estimate of the partition of the full order stiffness matr
corresponding to the instrumented DOF’s, although this
timate is not exact.

~3! Provided that the partition of the mass normalized eig
vectors corresponding to the instrumented DOF’s is av
able, it is possible to exactly identify the partitions of th
mass, the damping, and the stiffness matrices corresp
ing to those instrumented DOF’s for classically damp
systems with diagonal mass matrices.

The theoretical presentation has been supplemented with a
merical example that illustrates the applicability of the propos
methodology and various issues regarding the formulations de
oped in this study.

It is anticipated that the methodology presented herein may
applied to various problems in mechanics including finite elem
model updating and health monitoring of systems with insuffici
information. These issues and other investigations such as th
fects of noise perturbations on the identified parameters are

Table 2 Comparison of identified damping factors and natural
frequencies for damaged and undamaged model for the truss
system

Mode

Undamaged Damaged

j i(%) f i (Hz.) j i(%) f i (Hz.)

1 2.3243 0.4709 3.2772 0.3972
2 3.4069 0.9513 4.1605 0.8354
3 3.5979 1.0212 3.6028 1.0148
4 4.3500 1.2862 4.4715 1.2537
5 5.1973 1.5739 5.2079 1.5718
6 5.7328 1.7525 5.7328 1.7525
7 6.6063 2.0408 7.0593 1.9999
8 6.6756 2.0930 6.7820 2.0913
9 7.5120 2.3369 7.9273 2.1667

10 7.6604 2.3853 7.6316 2.3705
11 8.6475 2.7058 8.6960 2.6528
12 9.2078 2.8871 9.2128 2.8646
SEPTEMBER 2003, Vol. 70 Õ 721
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Table 3 Comparison reduced stiffness matrices for undamaged and damaged truss system

K̂U51043

2.707 0.000 0.000 0.00021.000 0.00020.35420.354 0.000

0.000 1.707 0.00021.000 0.000 0.00020.35420.354 0.000

0.000 0.000 2.707 0.00020.354 0.35421.000 0.000 0.000

0.00021.000 0.000 1.707 0.35420.354 0.000 0.000 0.000

21.000 0.00020.354 0.354 2.54920.15820.06520.06521.000

0.000 0.000 0.35420.35420.158 1.54920.06521.065 0.000

20.35420.35421.000 0.00020.06520.065 2.226 0.11120.354

20.35420.354 0.000 0.00020.06521.065 0.111 1.596 0.354

0.000 0.000 0.000 0.00021.000 0.00020.354 0.354 2.707

K̂D51043

2.707 0.000 0.00020.00021.000 0.00020.35420.354 0.000

0.000 1.70720.00021.00020.00020.00020.35420.354 0.000

0.00020.000 2.707 0.00020.354 0.35421.00020.000 0.000

20.00021.000 0.000 1.707 0.35420.354 0.00020.00020.000

21.00020.00020.354 0.354 2.52820.17920.00020.08721.000

0.00020.000 0.35420.35420.179 1.52820.00021.087 0.000

20.35420.35421.000 0.00020.00020.000 2.030 0.17720.354

20.35420.35420.00020.00020.08721.087 0.177 1.574 0.354

0.000 0.000 0.00020.00021.000 0.00020.354 0.354 2.707
n

s
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q

c
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subjects of current research and beyond the scope and inte
this study, and hence they will be addressed and reported in fu
work.

Acknowledgments
This research has been sponsored through a research gra

the National Science Foundation~CMS-9457305!, whose support
has been greatly appreciated.

Appendix A: Proof Regarding the Diagonalization in
the Asymmetric Eigenvalue Problem

Consider the real symmetric generalized eigenvalue prob
given by

AFQ5BF, (40)

whereA and B are two full rank symmetric matrices,F is the
eigenvector matrix, andQ is the eigenvalue matrix. It is known
that, even in the case of repeated roots, there exists a unique
eigenvectors such that

FTAF5I , (41a)

FTBF5Q, (41b)

and thatQ is a diagonal matrix. Now consider a reformulation
this problem as

CQ̂5A21BC, (42)

where Q̂ is the corresponding eigenvalue matrix, andC is the
corresponding eigenvector matrix. Since the product of two sy
metric matrices is not necessarily symmetric, Eq.~42! is in gen-
eral an asymmetric eigenvalue problem, and diagonalizability
an asymmetric eigenvalue problem is not guaranteed. Since, h
ever, in this case the asymmetric eigenvalue problem of Eq.~42!
is in fact derived from the symmetric eigenvalue problem of E
~40! and ~41!, there indeed exist sets of eigenvectors that w
yield a diagonalQ̂. In fact, assume thatC5FT, such that

C21A21BC5~FT!21A21BFT

5T21F21FFTBFT via Eq. ~41a!
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5T21QT via Eq. ~41b!.

Therefore, for any diagonal transformation matrixT, the eigen-
vector matrix C5FT yields C21A21BC5Q̂5Q, and hence
the existence ofF implies the diagonalizability of the asymmetri
eigenvalue problem in Eq.~42!.

Appendix B: Proof That the Moore-Penrose Pseudoin-
verse of the Known Partition of the Mass Normalized
Eigenvector Matrix is Equal to a Partition of the In-
verse of the Mass Normalized Eigenvector Matrix

The mass normalized eigenvector matrixfN3N can be parti-
tioned such that

f5F f̂

f̄G5USVT5F ÛSVT

ŪSVTG , (43)

whereUN3N and VN3N are real unitary matrices containing th
left and right singular vectors, andSN3N is a diagonal matrix
containing the singular values. The Moore-Penrose pseudoinv
of the partitionf̂, which is denoted here asf̂†, must satisfy the
following four conditions:

~1! f̂f̂†f̂5f̂, (44a)

~2! f̂†f̂f̂†5f̂†, (44b)

~3! f̂f̂†5~f̂f̂†!T, (44c)

~4! f̂†f̂5~f̂†f̂ !T. (44d)

Let us assume thatf̂†5VS21ÛT, and check if this solution sat
isfies the necessary conditions. Keeping in mind thatU andV are
unitary matrices, and thatf̂5ÛSVT, we get

~1! f̂VS21ÛTf̂5ÛSVT5f̂, (45a)

~2! VS21ÛTf̂VS21ÛT5VS21ÛT, (45b)

~3! f̂VS21ÛT5ÛÛT5~f̂VS21!T, (45c)
Transactions of the ASME
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~4! f̂†f̂5VS21ÛTÛSVT; ~f̂†f̂ !T5VSÛTÛS21VT.
(45d)

Note that the proposed solutionf̂†5VS21ÛT satisfies the first
three conditions, but it does not satisfy the fourth conditionunless
ÛTÛ is a diagonal matrix, and so in general this solution does
hold. In the case of a diagonal mass matrix, however, the fo
condition will also be satisfied. To show the validity of this claim
let us write the expression for the inverse of mass matrix in te
of the normal eigenvectors to yield

M215ffT5USVTVSUT5US2UT. (46)

Therefore the columns ofU are the eigenvectors for the eige
value problem

M21U5US2 (47)

and U does not have a prescribed structure for a general m
matrix. For a diagonal mass matrix, on the other hand,M21 is
diagonal, and so isU; in fact, in such a case,

U~ i , j !56d i j (48)

whereU( i , j ) refers to the element on theith row andjth column
of U, and d i j is the Kronecker delta. In this case therefore t
productÛTÛ becomes

ÛTÛ5F In3n 0n3~N2n!

0~N2n!3n 0~N2n!3~N2n!
G (49)

and hence diagonal, such that condition~4! is also satisfied. In
conclusion, for a system with a diagonal mass matrix, the p
posed solutionf̂†5VS21ÛT indeed satisfies all the necessa
conditions and hence is the true solution.
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Linear Multi-Degree-of-Freedom
System Stochastic Response by
Using the Harmonic Wavelet
Transform
The wavelet transform is used to capture localized features in either the time doma
the frequency domain of the response of a multi-degree-of-freedom linear system s
to a nonstationary stochastic excitation. The family of the harmonic wavelets is use
to the convenient spectral characteristics of its basis functions. A wavelet-based s
representation is derived by converting the system frequency response matrix into a
frequency wavelet ‘‘tensor.’’ Excitation-response relationships are obtained for
wavelet-based representation which involve linear system theory, spectral represen
of the excitation and of the response vectors, and the wavelet transfer tensor of the s
Numericalresults demonstrate the usefulness of the developed analytical procedure
@DOI: 10.1115/1.1601252#
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Introduction
The wavelet transform provides a combined time-scale re

sentation of signals~@1–4#!. Its localization properties are quit
useful for representing random fields, and for analyzing non
tionary signals~@5–7#!. Problems of vibration analysis have bee
approached by a wavelet-Galerkin scheme~@8#!, and by wavelet-
finite element schemes~@9#!. Pertinent applications involve analy
sis of beams~@10#!, base isolation systems~@11#!, and plate struc-
tures ~@9#!. Studies related to treatment of linear systems h
either used a numerical approach to derive the response, or
relied on restrictive assumptions regarding the nature of the e
tation and the spectral properties of the wavelet function u
~@12–14#!.

This paper develops a general wavelet-based system repr
tation, and excitation-response relationships in the wavelet
main. For this purpose, traditional concepts such as the sys
impulse response matrix and the frequency response matrix
treated in a wavelet basis context. Further, excitation-respons
lationships are derived by relying on linear system theory, and
scheme that generates the harmonic wavelet coefficients. Fin
the wavelet representation and the evolutionary spectrum of
stochastic response are obtained. The usefulness of the prop
method is demonstrated by applying it to a two-degree-of-freed
~2DOF! system subject to filtered white noise.

The Wavelet Transform
The wavelet transform assigns to an arbitrary functionf (t) an-

other function of two variablesa andb via the equation

WTf~a,b!5
1

Aa
E

2`

`

f ~ t !w* S t2b

a Ddt. (1)

1Research Engineer, Shell Energy Company, London, UK.
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This equation defines the continuous wavelet transform. The fu
tion w(t) is the mother wavelet function; the symbola represents
the scale, and the symbolb denotes the time positioning ofw(t),
while ‘‘ * ’’ denotes complex conjugation.

Modifying the continuous scheme, a discrete wavelet sche
can be introduced. Several discretization schemes have been
ployed in previous studies. The so-called dyadic wavelet tra
form is a widely used orthogonal scheme where the scale par
eter is sampled on a dyadic grid. Specifically,a52 j and b
5k2 j , where j PN and kPZ. The symbolsj and k denote the
scale and time position respectively in the discrete wavelet
main. Therefore Eq.~1! is rewritten as~@3#!

DWTf~ j ,k!522 j /2E
2`

`

f ~ t !w* ~22 j t2k!dt. (2)

The harmonic wavelet transform is used in this study. T
choice of the harmonic wavelets is made due to two appea
features that they exhibit. First, they are defined by a simple
plicit formula, and second they have an exactly boxlike repres
tation in the frequency domain~@5#!. These properties lead to trac
table solutions for spectral estimation and for system respo
determination. Specifically, the mother wavelet of the harmo
wavelet transform has a spectrum given by the equation

W~v!5
1

2p
, 2p<v<4p and

W~v!50, elsewhere. (3)

By considering the inverse Fourier transform of the above fu
tion, the harmonic wavelet representation in the time domain
derived. Specifically,

w~ t !5
ei4pt2ei2pt

i2pt
; i 5A21. (4)

Two kinds of discrete harmonic transform have been int
duced. These are the dyadic, and the general transforms~@15#!.
The difference between the two harmonic schemes is in the
that they divide the time-frequency plane. An improved sche
has also been presented, which enhances the time resolution o
general scheme~@16#!. In the dyadic harmonic wavelet scheme,
wavelet that belongs to scalej and time positionk is given by the
formula
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nt of
ar-
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wj ,k~ t !5w~2 j t2k!5
ei4p~2 j t2k!2ei2p~2 j t2k!

i2p~2 j t2k!
, (5)

and its Fourier transform is

Wj ,k~v!5
1

2p
22 je2 ivk/2j

, 2j2p<v<2 j4p and

Wj ,k~v!50, elsewhere (6)

For a discrete signal of lengthN52n, the scale indexj runs from
0 to n22. At each scalej there are 2j wavelets positioned a
different time instants by the indexk. The wavelet coefficients are
determined by the equation~@5#!

a~ j ,k!52 jE
2`

`

f ~ t !w* ~2 j t2k!dt. (7)

By using the relationship between the harmonic waveletw(t) and
its Fourier transformW(v) described by the formula

w* ~2 j t2k!5E
2p2 j

4p2 j

Wj ,k~v!eivtdv, (8)

Eq. ~7! may be rewritten in the form

a~ j ,k!5E
2p2 j

4p2 j

F~v!eivk/2j
dv, (9)

whereF(v) is the Fourier transform off (t). The computation of
the wavelet coefficients may be then performed in the disc
format by expressingF(v) in a Fourier series. Specifically,

F2 j 1s52pF@2p~2 j1s!#. (10)

Thus the harmonic wavelet coefficients may be determined
using the equation

a~ j ,k!5(
s50

2 j 21

F2 j 1se
i2p2k/2j

, (11)

where the factorDv has been canceled by the factor 1/2p from
Eq. ~10!. Therefore, to compute the wavelet coefficients, octa
blocks of the sequenceF are processed by the inverse Four
transform.

Harmonic wavelets of the dyadic scheme that correspond
different scales, and also wavelets of the same scale but at d
ent time positions are orthogonal to each other. That is,

E
2`

`

w~2 j t1k!w* ~2r t1s!dt50 ; j ,k,r ,s, (12)

except whenj 5r ands5k.
The general harmonic wavelet transform divides the freque

axis in a different manner. Two indices are used to define the s
at this scheme. A wavelet of scale~m, n! and positionk is defined
in the frequency domain as

Wm,n,k~v!5
1

~n2m!2p
e2 ivk/~n2m!, m2p<v<n2p and

Wm,n,k~v!50, elsewhere. (13)

Its time domain representation is given by the equation

wm,n,k~ t !5wS t2
k

n2mD
5

ein2p$12@k/~n2m!#%2e2 im2p$t2@k/~n2m!#%

i2p~n2m!S t2
k

n2mD , (14)

wherem and n are positive real numbers. This is the express
for a harmonic wavelet centered at timek/(n2m) and frequency
Journal of Applied Mechanics
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(m1n)p with bandwidth (n2m)/(2p). The general harmonic
scheme introduces an orthogonal transform as well. The com
general harmonic wavelet coefficients of a functionf (t) are de-
termined by the equation

a@~m,n!,k#5~n2m!E
2`

`

f ~ t !w* S t2
k

n2mDdt. (15)

An improved version of the harmonic wavelet transform intr
duced by Newland~@16#! enhances the time resolution in th
wavelet map for a given frequency resolution by filtering t
mother wavelet function in the frequency domain using a Hann
filter. Specifically,

Ŵ~v!5
1

~n2m!2p F12cosS v2m2p

n2m D G . (16)

For every scale, this representation yields wavelet coefficients
responding to points spacedT units apart, whereT is the sampling
period. The improved harmonic scheme will be called hencefo
the filtered harmonic scheme.

Wavelet Representation of Non-Stationary Excitations
The wavelet representation of a functionf (t) expressed in a

discrete form with lengthN52n by using the dyadic scheme o
the harmonic wavelet transform~@17#! is given by the equation

f ~ t !5a01(
j 50

n22

(
k50

2 j 21

@aj ,kw~2 j t2k!1aj ,k* w* ~2 j t2k!#. (17)

For a real and zero meanf (t), a(0)50 anda j,k* is the complex
conjugate ofa j,k . The function f (t) thus can be represented b
the formula

f ~ t !52•Re(
j 50

n22

(
k50

2 j 21

@aj ,kw~2 j t2k!#. (18)

As shown by Priestley@18#, the spectral representation of
nonstationary process may assume the form

f ~ t !5E
2`

`

f t~v!dZ~v!, (19)

wherew t(v) is an oscillatory function, andZ(v) is a stochastic
process with orthogonal increments. This oscillatory function c
have the form of an amplitude-modulated trigonometric functio

f t~v!5At~v!eiu~v!t, (20)

whereu(v)5v0 is the frequency at whichw t(v) has its maxi-
mum fast Fourier transform~FFT! magnitude. The functionAt(v)
acts as an envelope to the trigonometric function. The n
normalized evolutionary spectrum of the nonstationary proc
described by Eq.~18! is traditionally given by the formula

dHi~v!5uAt~v!u2E@ udZ~v!u2#, (21)

whereE is the operator of mathematical expectation. In conjun
tion with the time-frequency localization attributes of wavelets
has been suggested by Spanos and Tratskas@19# that representa-
tions ~18! and ~19! can be interpreted in a wavelet coefficie
based local spectrum of a nonstationary process context. Spe
cally, the non-normalized local spectrum of a nonstationary p
cess at scalej and time positionk is given in that study by the
formula

H~ j ,k!5E@ ua~ j ,k!u2#. (22)

The normalized local spectrum of a nonstationary process is
defined in that study as the product of the non-normalized lo
spectrum multiplied by the energy of the wavelet function at
specific scale. That is,
SEPTEMBER 2003, Vol. 70 Õ 725
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S~ j ,k!5
E@ ua~ j ,k!u2#

2 j . (23)

This equation defines the local spectrum in specific time and
quency regions. In real units, these regions for the dyadic sch
involve the sampling periodT, and the total number of data poin
per sample recordN of f (t). Specifically,

2 j2p

NT
<v<

2 j4p

NT
; and

NTk

2 j <t<
NT~k11!

•2 j . (24)

If the filtered scheme is used, the local spectrum of the stat
ary process is determined by the formula

S„~m,n!,k…5
E@ ua„~m,n!,k…u2#

n2m
. (25)

The applicable time-frequency regions are

m2p

NT
<v<

n2p

NT
, with n2m510 and

rT<t<~r 11!T, with r 51:N21. (26)

Note that cross-wavelet coefficients can be used to derive
cross-spectrum between two stochastic processes~@19#!. Such pro-
cesses can be the excitation and the response of a dynamic sy
The cross-wavelet coefficients~CWT’s! between the excitationxl
and the responsef r to a multi-degree-of-freedom~MDOF! system
are given at scalej and time positionk by the formula~@20#!

E@CWTxl f r~ j ,k!#5E@WT fr* ~ j ,k!WTxl~ j ,k!#. (27)

The cross spectrum between the excitationf r and the responsexl
is then determined by the equation

CS~ j ,k!5
E@ uCWT~ j ,k!u2#

2 j . (28)

Wavelet Representation of a MDOF Linear System
A time-frequency representation of a multi-degree-of-freed

~MDOF! system is derived in this section. For clarity, the proc
dure is first demonstrated for single-degree-of-freedom syste
The equation that describes the response of a SDOF dyn
system is given by the formula

mẋ1cẋ1kx5 f ~ t !, (29)

wherem represents the mass of the system,c denotes the damp
ing, k is the stiffness parameter, andf denotes the excitation. Al-
though the symbolk has been already used earlier to denote wa
let time positions, it is also used in this section of the paper
denote, consistently with a standard vibrations notation, the
tem stiffness. The solution to the above equation can be der
either in the time domain or in the frequency domain. In the ti
domain the response is given as a combination of the hom
neous and a particular solution. The homogeneous solution ca
expressed as

xh~ t !5(
j 51

2

Cje
l j ~ t2t0!, (30)

whereCj are the appropriate constants, andl j are the roots of the
characteristic equation of the system. A particular solution
found by convolving the excitationf (t) with the impulse response
of the systemh(t). That is,

xp~ t !5E
0

`

h~ t2t! f ~t!dt. (31)
726 Õ Vol. 70, SEPTEMBER 2003
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The impulse response function for a lightly damped system
given by the equation

h~ t !5
1

vd
e2zv0t sin~vdt !. (32)

In this equation,v05Ak/m denotes the natural frequency,z
5c/2Akm denotes the damping ratio, andvd5v0A(12z2) de-
notes the damped natural frequency of the system. Well-kno
modifications of Eq.~32! apply for z>1.

In the frequency domain, the system is described by the
quency response function. This function is given by the equat

H~v!5
1

2mv21 icv1k
. (33)

The system response is obtained in the frequency domain by u
the Fourier representationF(v) of the excitation and the fre-
quency response functionH(v). Specifically,

X~v!5H~v!F~v!. (34)

The dyadic harmonic wavelet scheme generates its coeffici
in two steps. First the discrete time sequence of the signa
converted to a frequency sequence through the Fourier transf
Second, octave bands of the frequency sequence are process
the inverse Fourier transform to generate the wavelet coeffici
at various scales~@5#!.

In the case of a dynamic system representation, the freque
response function is a frequency sequence, when expressed
discrete format. The Fourier coefficients of this sequence can
directly implemented into the second step of the harmonic wav
scheme. After processing octave bands of the frequency resp
sequence, one obtains the harmonic wavelet coefficients of
system by inverse Fourier transforming. These coefficients p
vide a time-frequency representation of the system that origin
from its frequency representation. The relationship between
frequency response functionH(v) and the harmonic wavelet co
efficientsT( j ,k) that represent the system at scalej and positionk
is derived by resorting to Eq.~9!. That is,

T~ j ,k!5E
2p2 j

4p2 j

H~v!eivk/2j
dv. (35)

The frequency response functionH(v) can be expressed as
discrete sequence in the form

H2 j 1s52pH@v52p~2 j1s!#. (36)

Equation~35! can be then written in a discrete format. That is,

T~ j ,k!5 (
s50

2 j 21

H2 j 1se
i2psk/2j

. (37)

The representation of the system based on the wavelet coeffic
extracted from its frequency response function as described by
~35! or Eq. ~37! will be called the ‘‘wavelet transfer function.’’

Obviously, the Fourier coefficients of the frequency respon
function that are used to provide information in the frequen
domain can be distributed in octave blocks to provide time inf
mation, as well. The resolution of the wavelet map can be
creased by using the filtered scheme of the harmonic wav
transform which provides the best possible resolution in tim
given the number of data points available per sample. The
quency resolution increases when the length of the frequency
sponse sequence increases.

For multi-degree-of-freedom systems, the equation of mot
can be written in the form

M= xÏ 1C= xİ 1K= xI 5FI , (38)

where M= is the system mass matrix,C= is the system damping
matrix, andK= is the system stiffness matrix; the symbol FI denotes
Transactions of the ASME
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the excitation vector, and xI denotes the response vector. The s
tem frequency response matrix is given by the equation

H= ~v!5@2v2M= 1 ivC= 1K= #21. (39)

One may derive the wavelet representation of a multi-deg
of-freedom system by following two different approaches. T
first approach involves the use of the frequency response ma
and the wavelet method presented in this section for SDOF
tems. Specifically, each element of the frequency response m
is treated separately to derive a wavelet representation by u
Eq. ~35!. Further, assembling the wavelet representations for e
element of the frequency response matrix, the ‘‘wavelet tran
tensor’’ of the MDOF system is formed. For a linear system w
n excitations andm responses, the frequency response matrix,
the wavelet transfer tensor can be written as

H= ~v!5F H11~v! H12~v! . . . H1n~v!

H21~v! • •

• • •

• •

Hm1~v! • . . . Hmn~v!

G
and

T= ~ j ,k!5F T11~ j ,k! T12~ j ,k! . . . T1n~ j ,k!

T21~ j ,k! • •

• • •

• •

Tm1~ j ,k! • . . . Tmn~ j ,k!

G , (40)

whereTlr( j ,k), l 51, . . . ,m and r 51, . . . ,n signify the system
wavelet coefficient at scalej and time positionk corresponding to
the H lr(v) element of the frequency response matrix. The eq
tion that describes this relationship is

Tl ,r~ j ,k!5E
2p2 j

4p2 j

Hlr ~v!eivk/2j
dv. (41)

This approach is quite simple to implement since it assumes
allel computations to derive the wavelet coefficients correspo
ing to each element of the frequency response matrix.

The second approach relies on modal analysis, and on re
senting the system response in terms of its eigenmodes. Th
sponse of a MDOF systemx(t) is expressed via the eigenmod
of the system (fI (1),fI (2), . . . ,fI (d)) in the form

xI ~ t !5(
q51

d

fI ~ j !hq~ t !. (42)

Under commonly used approximations for the damping matrixC,
the system response can be represented by a set ofd uncoupled
equations with each equation describing the motion in a partic
mode of vibration. That is,

ḧq~ t !12zqvqḣq~ t !1vq
2hq~ t !5gq~ t !, (43)

wherevq , zq , andgq5(fI (q))TFI /(fI (q))(T)M= fI (q), are the natural
frequency, damping ratio, and participation factor of theqth
mode, respectively. This approach decomposes the MDOF sy
to an ensemble of SDOF, oscillatory Eqs.~43!, for which the
wavelet transfer function can be readily determined by using
~35!. In this manner the wavelet representation of the MDOF s
tem consists of the wavelet transfer functions assigned to
eigenmodes of the system.
Journal of Applied Mechanics
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Excitation-Response Relationships in the Wavelet Do-
main

A harmonic wavelet map provides a time-frequency repres
tation with each scale related to a nonoverlapping frequency b
Therefore reconstructing a signal by using the wavelet coefficie
that correspond to one scale only, would result in a monoch
matic signal in the limit case of a narrow frequency band. Sig
reconstruction based on the wavelet coefficients that correspon
a time interval and extend to all scales approaches in the l
case, the wavelet representation of a pulse signal. The pulse
nals and the monochromatic sinusoids are the signals used in
generation of the impulse, and the frequency response functi
respectively. Therefore the harmonic wavelet representation
cludes elements of both the time and the frequency domains c
acteristic functions of a system. However, the harmonic wav
transform cannot, due to the uncertainty principle, represent
actly neither a pulse nor a monochromatic signal.

By wavelet transforming Eq.~29! that describes a SDOF sys
tem, integrating by parts and using the chain rule of differen
tion, one obtains the following equation~@21#!:

m
]

]k2 WTx~ j ,k!1c
]

]k
WTx~ j ,k!1kWTx~ j ,k!5WTf~ j ,k!,

(44)

where WTx and WTf denote the wavelet transforms of the r
sponse, and of the excitation, respectively.

To derive the wavelet representation of the response WTx each
scale j is considered separately. The wavelet coefficients of
excitation WTf( j ,.) that correspond to that scale form a vect
with elements at various time positions. Using linear theo
WTx( j ,.) are derived by convolving the wavelet coefficients
the excitation with the impulse response of the corresponding
scalej subsystem. This subsystem describes the dynamic beha
of the original system, Eq.~44!, in the frequency band associate
with scale j and involves the energy of the frequency respon
function in a limited frequency region.

The impulse response of the subsystemhj(k) is obtained in a
discrete form by applying the inverse Fourier transform on
frequency response sequenceH, Eq. ~36!, corresponding to the
frequency range associated with scalej. That is,

hj~k!5 (
s50

2 j 21

H2 j 1se
i2psk/2i

. (45)

Convolution is then considered in a discrete format between
impulse response of the subsystemhj(k), and the wavelet coeffi-
cients of the excitation WTf( j ,.) to derive the wavelet coefficient
of the response WTx( j ,.). Specifically,

WTx~ j ,k!5 (
n50

2 j 21

hj~n!WTf~ j ,k2n!. (46)

This calculation is repeated for every scale to derive the wav
coefficients of the response.

By comparing the impulse response function of the subsys
hj(k), Eq. ~45!, to the coefficients of the system wavelet trans
function T( j ,k) as described by Eq.~37!, it is concluded that the
two representations are identical. Both are derived by applying
inverse Fourier transform in blocks of the frequency response
quence of the system. Therefore Eq.~46! can be written in the
form

WTx~ j ,k!5 (
z50

zj 21

T~ j ,z!WTf~ j ,k2z!. (47)
SEPTEMBER 2003, Vol. 70 Õ 727
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Equation~47! presents an excitation-response relationship gi
explicitly in the time-frequency domain. In the case of stochas
excitations the expected value of the response wavelet coeffic
is given by the formula

E@WTx~ j ,k!#5 (
z50

2 j 21

T~ j ,z!E@WTf~ j ,k2z!#, (48)

where the operator of mathematical expectation is applied on
sembles of system excitations and responses. Applying Eq.~48! to
Eq. ~23!, the local spectrum at scalej and time positionk of the
response process is determined for the dyadic scheme. That

S~ j ,k!5

EF S (
z50

2 j 21

T~ j ,z!WTf~ j ,k2z!D 2G
2 j . (49)

Equation ~49! determines the evolutionary spectrum of the
sponse at scalej and time positionk of the dyadic harmonic
scheme in terms of the wavelet coefficients of the excitation p
cess and of the system representation. For the filtered harm
scheme, the response spectrum is expressed in the form

S„~m,n!,r …5

EF S (
z50

n2m21

T„~m,n!,z…WTf„~m,n!,r 2z…D 2G
n2m

.

(50)

In the case of a MDOF system, two approaches for deriving
wavelet representation of the response are possible based o
two different ways of representing the system in the wavelet
main, Eqs.~40! and ~43!. The first approach uses the frequen
response matrix to derive the wavelet transfer tensor, Eqs.~40!
and ~41!. The dyadic harmonic coefficients of the response p
cessxl corresponding to the excitation processf r are derived by
the equation

WTxtr~ j ,k!5 (
z50

2 j 21

Tlr ~ j ,z!WTf r~ j ,k2z!. (51)
728 Õ Vol. 70, SEPTEMBER 2003
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The wavelet coefficients of the output due to each excitation
then added to provide the wavelet coefficients of the respo
WTxl . That is,

WTxl~ j ,k!5(
r 51

m

WTxlr ~ j ,k!. (52)

The preceding formula involves the superposition principle in
wavelet domain.

As an alternative, modal analysis can be employed. By wav
transforming both sides of Eq.~42!, which defines the response o

Fig. 1 Stochastic response of a 2DOF linear system under
base excitation
Fig. 2 Evolutionary spectrum of the base acceleration
Transactions of the ASME
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Fig. 3 Spectrum of the response x 1 by using the wavelet method
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the system in the time domain, one may obtain the wavelet tra
form of the response with respect to the wavelet representatio
the functionshq(t),

WTxI ~ j ,k!5(
q51

d

fI ~q!WThq~ j ,k!. (53)

The wavelet coefficients corresponding to functionshq(t) are then
obtained by wavelet transforming and Eq.~43!, and using Eq.
~47!. This leads to the solution of the equation

]2

]k2 WThq~ j ,k!12zqvq

]

]k
WThq~ j ,k!1vq

2WThq~ j ,k!

5WTgq~ j ,k!. (54)
hanics
ns-
n of
2DOF System Response to Stochastic Excitation

In this section the usefulness of applying the wavelet-ba
method for deriving the response of MDOF linear systems to n
stationary excitations is assessed. For this purpose the 2DOF
ear system shown in Fig. 1 is considered subject to base ex
tion. The absolute displacements of the two masses are denote
y1 and y2 , while x1 and x2 are the relative displacements wit
respect to the base displacementz; z̈ denotes the base acceleratio
The equations of motion of the system are

m1ẍ11~c11c2!ẋ12c2ẋ21~k11k2!x12k2x252m1z̈,
(55)

and m2ẍ21c2ẋ22c2ẋ11k2x22k2x152m2z̈. (56)
Fig. 4 Spectrum of the response x 1 by using Monte Carlo simulation
SEPTEMBER 2003, Vol. 70 Õ 729
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Fig. 5 Cross-spectrum magnitude between F1 and x 1 derived by the
wavelet-based method

Fig. 6 Cross-spectrum phase between F1 and x 1 derived by the wavelet-
based method
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The parametersm1 andm2 denote the mass of the two bodies,c1
and c2 are the damping coefficients, andk1 and k2 denote the
stiffness coefficients. In context with the notation of Eq.~38!, the
mass, stiffness, and damping matrices, and the excitation an
sponse vectors are

M= 5Fm1 0

0 m2
G , C= 5Fc11c2 2c2

2c2 c2
G , KI 5Fk11k2 2k2

2k2 k2
G ,

(57)

FI 5F2m1z̈
2m2z̈G , xI 5Fx1

x2
G . (58)

Using the frequency response matrix, Eq.~39!, which in this case
is a 232 matrix, one can derive the wavelet transfer tensor of
system, Eqs.~40! and ~41!. By employing Eq.~48!, the wavelet
BER 2003
re-

he

representation of the response is determined. Further, Eq.~50!
provides the evolutionary response spectrum based on the filt
harmonic scheme.

A numerical example is considered. The following values
the system parameters are chosen:m1512 kg, m255 kg, k1
54000 N/m, k252000 N/m, c158 N/m/s, c252 N/m/s. A fil-
tered white noise is used as the excitation. A second-order fi
with natural frequency equal tovo518 rad/s, and damping ratio
equal toz50.2 is used to generate the excitation process. Th
values are chosen such that the excitation spectrum includes
ergy in the band between the two natural frequencies of the
tem which are 13.7 and 26.7 rad/s. The evolutionary spectrum
the base acceleration is shown in Fig. 2.

Through filtering, 300 records of the excitation process are g
erated. The spectra of the system response are derived by
Transactions of the ASME
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methods. First the wavelet method of determining the wav
coefficients of the response process and the corresponding v
of its evolutionary spectrum as captured by Eq.~46! and Eq.~23!
is employed. Second, Monte Carlo simulation is used to derive
spectrum of the system response~@19#!.

Pertinent results are shown in Figs. 3 and 4. It is seen that
evolutionary spectrum generated by the wavelet-based meth
virtually indistinguishable from the one generated by Monte Ca
simulation. It accurately locates the magnitude and position of
response peaks in the time-frequency plane. Besides providin
explicit excitation-response relationship in the time-frequency
main, the proposed wavelet-based method is computationally
vantageous compared to the Monte Carlo simulation. This is
to the efficiency of the convolution only, which is required
determine the expected value of the response wavelet coeffici
versus the numerical integrations and the spectral processin
quired by the Monte Carlo method. Similar results have be
obtained for the response variablex2(t); they are not shown here
for brevity.

In Figs. 5 and 6 the cross-spectrum magnitude between
excitation processF1 and the response processx1 are presented a
derived by both the Monte Carlo simulation and the wave
based analytical approach using Eq.~28!; they are practically in-
distinguishable from the relevant Monte Carlo simulation resu
which are not shown for brevity.

Concluding Remarks
The wavelet transform has been applied to the problem of

termining the response of a MDOF linear system to nonstation
stochastic excitation. A time-frequency representation of the
quency response matrix has been developed involving the
monic wavelet scheme. Further, excitation-response relations
in the harmonic representation scheme have been derived. Sp
cally, it has been shown that the wavelet coefficients of the
sponse can be determined by convolving the wavelet coeffici
of the excitation with the wavelet representation of the system
each scale. Numerical results pertaining to the response
2DOF linear system subject to filtered white noise excitation h
shown that the proposed method captures quite reliably the v
tion of the frequency temporal content of the system respons
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Nomenclature

A 5 modulating envelope
CWT 5 cross-wavelet transform

CS 5 cross-wavelet spectrum
DWT 5 discrete wavelet transform

E 5 mathematical expectation
F 5 Fourier transform of signal f
FI 5 excitation vector
H 5 evolutionary spectrum of a non-stationary process
HI 5 frequency response matrix
KI 5 stiffness matrix
MI 5 mass matrix
N 5 number of sample points
S 5 evolutionary spectrum derived by the wavelet meth
T 5 wavelet transfer function
TI 5 wavelet transfer tensor
W 5 Fourier transform of the wavelet function
Ŵ 5 Fourier transform of the filtered harmonic wavelet
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WT 5 wavelet transform
X 5 Fourier transform of the response
Z 5 stochastic process with orthogonal increments
b 5 wavelet time position
c 5 damping coefficient
f 5 excitation signal
h 5 impulse response function
j 5 DWT scale
k 5 DWT time position

m 5 mass
t 5 time

w 5 wavelet function
x 5 response
a 5 wavelet scale
a 5 harmonic wavelet coefficient
z 5 damping ratio
l 5 eigenvalue
v 5 frequency

vo 5 natural frequency
vd 5 damped natural frequency
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Nonintegrability of an
Infinite-Degree-of-Freedom
Model for Unforced and
Undamped, Straight Beams
We study a mathematical model for unforced and undamped, initially straight beams
system is governed by an integro-partial differential equation, and its energy is
served: It is an infinite-degree-of-freedom Hamiltonian system. We can derive ‘‘ex
finite-degree-of-freedom mode truncations for it. Using the differential Galois theory
Hamiltonian systems, we prove that any two or more modal truncations for the mode
nonintegrable in the following sense: The Hamiltonian systems do not have the
number of ‘‘meromorphic’’ first complex integrals which are independent and in invo
tion, as the number of their degrees of freedom, when they are regarded as Hamilt
systems with complex time and coordinates. This also means the nonintegrability
infinite-degree-of-freedom model for the beams. We present numerical simulation r
and observe that chaotic motions occur as in typical nonintegrable Hamiltonian syst
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1 Introduction
In this paper we study a mathematical model for an unfor

and undamped, initially straight beam~@1–10#!, such as shown in
Fig. 1,

ü1u+2FG1kE
0

1

~u8!2dzGu950, (1)

whereu5u(t,z) represents the transverse displacement, and
overdot and prime represent partial differentiation with respec
t and z, respectively. The expression in the bracket of Eq.~1!
approximately gives the extensive force, whereG andk are con-
stants and the former especially represents the initial tension.
e.g., Refs.@1#, @2#, @5#, @10# for the derivation of Eq.~1!. For
simplicity of computation, we choose hinged ends as the bound
conditions:

u~ t,0!5u~ t,1!50, u9~ t,0!5u9~ t,1!50. (2)

Equation ~1! represents an infinite-degree-of-freedom Ham
tonian system~see Appendix A!.

If G is negative and its absolute value is sufficiently large, th
Eq. ~1! can be used to analyze vibrations of a buckled beam
this situation, extending a global perturbation technique ca
Melnikov’s method~@11,12#!, Holmes and Marsden@13# showed
that chaotic dynamics occur when the beam is subjected to li
damping and periodic, transverse excitation. Such chaotic vi
tions in related experimental models were also observed by Ts
and Dugundji@14# and subsequently studied by Moon and Holm
@15#. Furthermore, it was proven recently by Melnikov-type tec
niques~@16,17#! that very complicated behaviors occur even in t
absence of the damping and periodic excitation~@18#!: chaos and

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, July
2002; final revision, Feb. 20, 2003. Associate Editor: O. O’Reilly. Discussion on
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California—Santa B
bara, Santa Barbara, CA 93106-5070, and will be accepted until four months
final publication of the paper itself in the ASME JOURNAL OF APPLIED MECHAN-
ICS.
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fast diffusion for which a mechanism is very similar to Arno
diffusion ~@19,20#! occurs. Numerical observations of these beha
iors were provided in Ref.@21#.

On the other hand, for the case in which the beam is unbuck
or straight~i.e., G is positive or its absolute value is sufficientl
small!, free and forced periodic vibrations were analytically a
experimentally investigated in an early stage of this subject~@1–
9#!. In particular, Tseng and Dugundji@7# analytically and experi-
mentally studied harmonic, subharmonic, superharmonic, and
trasubharmonic motions under damping and periodic forci
Ultrasubharmonic vibrations were also analyzed in Refs.@8#, @9#.
See Ref.@10# for more details and references on early research
Moreover, it was shown theoretically in Ref.@22# and experimen-
tally in Ref. @23# that chaotic vibrations may occur when th
straight beam is subjected to two-frequency quasiperiodic forc

The objective of this paper is to prove the nonintegrability
the infinite-degree-of-freedom model~1! for unforced and un-
damped, initially straight beams. To this end, we use the differ
tial Galois theory for Hamiltonian systems~@24,25#! and its appli-
cation to a special class of two-degree-of-freedom Hamiltoni
~@25–27#!. Here ‘‘nonintegrability’’ means that the Hamiltonia
system does not have the same number of ‘‘meromorphic’’ fi
complex integrals which are independent and in involution, as
number of its degrees of freedom, when it is regarded as a Ha
tonian system with complex time and coordinates. When a Ham
tonian system is nonintegrable in this sense, we can often
chaotic motions in the system although theoretical explanati
are seldom given~exceptions were presented in Refs.@25#, @28#,
@29#!. We also remark that the presence of chaotic motions imp
the nonintegrability of the system~@30#!.

The outline of this paper is as follows. In Sec. 2 we deri
‘‘exact’’ finite-degree-of-freedom modal truncations for Eq.~1!. In
Secs. 3 and 4, we review the differential Galois theory for Ham
tonian systems and its application to a class of two-degree
freedom systems with potentials. In Sec. 5 we apply the gen
results to the finite-degree-of-freedom modal truncations
show that any truncations of Eq.~1! with two or more modes are
nonintegrable. This also implies the nonintegrability of t
infinite-degree-of-freedom model~1!. In Sec. 6 we give numeri-

4,
the
nt of
ar-
after
© 2003 by ASME Transactions of the ASME
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cal simulation results and observe that chaotic motions arise a
typical nonintegrable Hamiltonian systems. Finally, we conclu
with a summary and some comments in Sec. 7.

2 ‘‘Exact’’ Finite-Degree-of-Freedom Modal Trunca-
tions

The eigenvaluesl j and eigenfunctionsuj , j 51,2, . . . , for the
linearization of Eq.~1! about the trivial solutionu50 form a
countable set:

l j56 i ~ j p!AG1~ j p!2, uj~z!5sin j pz, j 51,2, . . . .
(3)

For N.0 an integer, let

u~z,t !5(
l 51

N

al~ t !sin j lpz, (4)

where j l , l 51, . . . ,N, are distinct, positive integers. Note th
Eq. ~4! satisfies the boundary conditions~2!. Substitution of Eq.
~4! into Eq. ~1! yields

(
l 51

N H äl1~ j lp!2F ~ j lp!21G1
k

2 (
r 51

N

~ j rp!2ar
2GalJ sin j lpz50,

(5)

from which we obtain

äl1~ j lp!2F ~ j lp!21G1
k

2 (
r 51

N

~ j rp!2ar
2Gal50, l 51, . . . ,N.

(6)

Conversely, ifal(t), l 51, . . . ,N, satisfy Eq.~6!, then Eq.~4!
gives anexactsolution of Eq.~1!.

Scaling the time variablet°v0t with v05pAG1p2 and the
coordinate variables asal°(pAk/2(G1p2))al in Eq. ~6!, we
have

äl1v l
2al1 j l

2S (
r 51

N

j r
2ar

2D al50, l 51, . . . ,N, (7)

wherev l5 j lA(G1( j lp)2)/(G1p2). Finally, settingxl5al and
yl5ȧl , we obtain

ẋl5yl , ẏl52v l
2xl2 j l

2S (
r 51

N

j r
2xr

2D xl , l 51, . . . ,N, (8)

which is an N-degree-of-freedom Hamiltonian system with
Hamiltonian function

HN~x,y!5
1

2 (
l 51

N

v l
2xl

21
1

4 S (
l 51

N

j l
2xl

2D 2

1
1

2 (
l 51

N

yl
2, (9)

wherex5(x1 , . . . ,xN) andy5(y1 , . . . ,yN)PRN.

3 Differential Galois Theory for Hamiltonian Systems
In this and the next section we outline the differential Gal

theory of Ref.@24# for Hamiltonian systems and its application
two-degree-of-freedom systems with potentials of a special fo
See Refs.@24–27# for more details on the theory and results.

Fig. 1 Transverse deformation of an initially straight beam
Journal of Applied Mechanics
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Consider anN-degree-of-freedom canonical Hamiltonian sy
tem

ż5JNDzH~z!, zPR2N, (10)

where H:R2N→R is analytic andJN is the 2N32N canonical
symplectic matrix

JN5S 0 idN

2 idN 0 D (11)

with idN the N3N identity matrix. We regard the Hamiltonian
system~10! as a restriction toR2N of a complex analytic Hamil-
tonian system~with complex time! defined in a domainD,C2N.

We call a functionf :D→C a first integral of Eq. ~10! if

$ f ,H%[Dzf ~z!•JNDzH~z!5Dzf ~z!• ż5
d

dt
@ f ~z~ t !!#50,

(12)

i.e., f is constant along any trajectory of Eq.~10!. Here the bracket
is the canonicalPoisson bracketand ‘‘•’’ represents the inner
product. We say that first integralsf 1 , . . . ,f k (2<k<N) are in
involution ~on a set! if the Poisson brackets$ f i , f j%[Dzf i
•JNDzf j50 ~on the set! for any iÞ j , and that they areindepen-
dent~on a set! if D zf 1 , . . . ,Dzf k are independent~on the set!. The
Hamiltonian system~10! is said to be~meromorphic! integrablein
a setU,D if there areN ~meromorphic! first integrals which are
in involution and independent on an open dense subset ofU. If it
is not ~meromorphic! integrable inU, it is said to be~meromor-
phic! nonintegrable inU. When the Hamiltonian system~10! is
integrable, we can obtain general solutions usingN first integrals
even if they are not complex analytic~@31#!.

Let C be an integral curve of the Hamiltonian system~10! and
denote byzC(t) the trajectory ofC. Thevariational equation~VE!
alongC is given by

j̇5JNDz
2H~zC~ t !!j. (13)

If there arek(,N) first integralsf 1 , . . . ,f k which are in involu-
tion and independent in a neighborhood ofC, then j
5JNDzf i(zC(t)), i 51, . . . ,k, are solutions to Eq.~13!. Using
this fact, we can reduce Eq.~13! to a 2(N2k)-dimensional linear
differential equation called thenormal variational equation
~NVE! along C when k such first integrals exist~@24,25#!. Since
the Hamiltonian function is a first integral itself, we always ha
a 2(N21)-dimensional NVE alongC.

In the context of Eq.~13!, we now give background information
on the differential Galois theory for linear differential equatio
~@32–34#!. See Appendix B for some basic algebraic termino
gies. We first note that the coefficients of Eq.~13! can be generally
considered to be in the fieldK of meromorphic functions inD. Let
j̄1 , . . . ,j̄2N be a fundamental system of solutions to Eq.~13!. A
set of rational functions ofj̄1 , . . . ,j̄2N with coefficients inK,
which we denote byL5K( j̄1 , . . . ,j̄2N), is also a field. We refer
to L as thePicard-Vessiot extensionof K for Eq. ~13!, and define
the Galois group of Eq. ~13!, G5GalK(L)5Gal(L/K), as the
group of all ~differential! automorphisms ofL such thatK is left
invariant. From a fundamental result in differential Galois theo
~@32–34#!, Eq. ~13! is integrable in the meaning that its gener
solution can be expressed by a combination of integrals, expo
tials of integrals, and algebraic functions of elements ofK if and
only if the identity component ofG, which we denote byG0,
is solvable. In particular, ifG0 is abelian, then Eq.~13! is
integrable.

In such a situation, extending a result of Ziglin@35#, Morales-
Ruiz and Ramis@24,25# proved that if there areN meromorphic
first integrals of Eq.~10! which are in involution and independen
over a neighborhood ofC ~not necessarily onC itself!, then the
identity component of the Galois group of the VE~13! is abelian.
Moreover, ifk of the first integrals are~functionally! independent
SEPTEMBER 2003, Vol. 70 Õ 733
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on C itself, then the identity component of the Galois group of t
associated 2(N2k)-dimensional NVE is abelian. Thus, if th
identity component of the Galois group of the VE or NVE is n
abelian, then the Hamiltonian system~10! is nonintegrable in the
sense that there do not existN meromorphic first integrals which
are in involution and independent.

The Galois groupG can generally be represented as a group
nonsingular matrices with constant coefficients. So we only h
to study the matrix representation in order to determine whetheG
is abelian~or whether it is solvable!. At present the task is often
routine to some extent. See, e.g., Refs.@25#, @33#, @34#, @36# and
references therein for more details. In the next section we ou
one of such results in Refs.@25#, @36#, which plays an essentia
role in our analysis of the beam equation~1! and its finite-degree-
of-freedom mode truncation~8!.

4 Two-Degree-of-Freedom Systems With Potentials
Now consider a two-degree-of-freedom canonical Hamilton

system with a potentialV(x1 ,x2),

ẋ j5yj , ẏ j52
]V

]xj
~x1 ,x2!, j 51,2. (14)

The Hamiltonian function for Eq.~14! is

H5
1

2
~y1

21y2
2!1V~x1 ,x2!. (15)

We also assume that the potentialV is an analytic function inR2

and has the form

V~x1 ,x2!5w~x1!2
1

2
a~x1!x2

21O~x2
3! (16)

wherew anda are analytic functions. WhenN52, Eq.~8! has the
form of Eq. ~14! with

w~x1!5
1

2
v1x1

21
1

4
j 1
4x1

4, a~x1!52~v2
21 j 1

2 j 2
2x1

2!. (17)

The (x1 ,y1) plane is invariant under the flow of Eq.~14! and the
equations of motion restricted to it are

ẋ15y1 , ẏ152
dw

dx1
~x1!. (18)

We assume that on the invariant plane there exists a contin
family of integral curvesCh parametrized by the Hamiltonia
energyh.

Let (x1
h(t),y1

h(t)) be the trajectory of Eq.~18! for Ch . We also
denote byCh the integral curve corresponding to (x1

h(t),y1
h(t)) in

the (x1 ,y2 ,x2 ,y2) space. The VE of Eq.~14! alongCh is

j̇15j3 , j̇25j4 , j̇352
d2w

dx1
2

~x1
h~ t !!j1 , j̇45a~x1

h~ t !!j2 ,

or equivalently

j̈11
d2w

dx1
2

~x1
h~ t !!j150, j̈22a~x1

h~ t !!j250. (19)

The first equation of Eq.~19! has a solutionj15y2
h(t) due to the

fact that the Hamiltonian function is a first integral. The NVE
Eq. ~14! alongCh is

ḣ15h2 , ḣ25a~x1
h~ t !!h1 ,

or equivalently

ḧ12a~x1
h~ t !!h150, (20)

which is a nontrivial part of the VE~19!. Morales-Ruiz and Simo´
@25,27# showed that, for several cases ofw and a including Eq.
~17!, the NVE ~20! can be transformed into the Weierstrass fo
of the Laméequation~@37#!:
734 Õ Vol. 70, SEPTEMBER 2003
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ḧ12~AP~ t !1B!h150, (21)

whereP(t) is the Weierstrass elliptic function, which is a solutio
of

~ ż!254z32g2z2g3 , (22)

whereg2 andg3 are constants such that 27g3
22g2

3Þ0, andA and
B are complex numbers.

Suppose that the NVE~20! is of the type~21!. Denoteâ(t,h)
5a(x1

h(t)). Noting thatP, A, andB depend onh, we see that

â~ t,h!5A~h!P~ t,h!1B~h! (23)

must hold. SinceP(t) satisfies Eq.~22!, we have

ȧ̂2~ t,h!5
4

A~h!
â3~ t,h!2

12B~h!

A~h!
â2~ t,h!

1S 12B2~h!

A~h!
2g2A~h! D â~ t,h!

1S 2
4B3~h!

A~h!
1g2A~h!B~h!2g3A2~h! D , (24)

where we used Eq.~23!. Let x̂1(a0) be a~possibly multivalued!
function such thata( x̂1(a0))5a0 . Sincex1

h(t) is a solution of

1

2
ẋ1

21w~x1!5h, (25)

we also have

ȧ̂2~ t,h!52@a8~ x̂1~ â~ t,h!!!#2@h2w~ x̂1~ â~ t,h!!!#. (26)

Hence by Eqs.~24! and ~26! we can write

ȧ̂25P1~ â !1hP2~ â !, (27)

wherePj (a), j 51,2, are cubic polynomials ofa, i.e.,

Pj~a!5aja
31bja

21cja1dj , j 51,2, (28)

with aj , bj , cj , anddj , j 51,2, constants. Moreover, comparin
Eqs.~26! and ~27!, we have

w~ x̂1~a!!52
P1~a!

P2~a!
, @a8~x1!#25

1

2
P2~a~x1!!. (29)

Conversely, if there are cubic polynomialsPj (a), j 51,2, satisfy-
ing Eq. ~29!, then the NVE~20! is of the Lame´ type ~21!.

In this situation, using a result on the integrability of the Lam´
equation~21! ~@25,36#! and the differential Galois theory of Refs
@24#, @25# described in Sec. 3, Morales-Ruiz and Simo´ @25,27#
proved that the Hamiltonian system~14! is nonintegrable ifa2
Þ0 or if none of the following conditions holds:

~i! a154/n(n11) for somenPN;
~ii ! a1516/(4m221) for somemPN, b250 and either

~iia! m51 andb150;
~iib! m52 andc2516a1c113b1

250;
~iic! m53, 16a1d2111b1c251024a1

2d11704a1b1c1145b1
3

50;
or
~iid! m.3, b150 and either

~iid1! m51, 2, 4 or 5 mod 6 andc15c250
or
~iid2! m is odd andd15d250;

~iii ! a154/n(n11) with n1(1/2)P(1/3)Zø(1/4)Zø(1/5)Z\Z,
b250 and either

~iiia! c25b1
223a1c150;

or
~iiib ! c2b123a1d252b1

329a1b1c1127a1
2d150.

The condition~iid! was obtained based on a conjecture whi
was confirmed by a numerical computation~@25,27#!. However,
Transactions of the ASME
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concerning condition~ii !, we only require the first equality,a1

516/(4m221), later, and our main result, given in the next se
tion, does not depend on the conjecture.

5 Nonintegrability of the Straight Beam Model
We return to the ‘‘exact’’ finite-degree-of-freedom model~8! for

the straight beam. We first setN52 and apply the theoretica
result stated in Sec. 4. From Eqs.~17! and ~29! we obtain

P1~a!5
2

b2
~a1v2

2!2@b1~a1v2
2!22b2v1

2#,

P2~a!528b1b2~a1v2
2!, (30)

whereb l5 j l
2. Hence

a15
2b1

b2
, b1524v1

21
6b1

b2
v2

2,

c15S 28v1
21

6b1

b2
v2

2Dv2
2, d15S 24v1

21
2b1

b2
v2

2Dv2
4,

(31)

a25b250, c2528b1b2 , d2528b1b2v2
2.

Moreover, comparing Eqs.~24! and ~27!, we have

g25
4

3
~3b1

2h1v1
4!, g35

4v1
2

27
~9b1h12v1

4!, (32)

so that

27g3
22g2

35216b1
4h2~4b1

2h1v1
4!, (33)

which is nonzero unlessh50.
First, we easily see that condition~iii ! does not hold sincec2

Þ0 and

c2b123a1d25232b1b2v1
2Þ0,

2b1
329a1b1c1127a1

2d152128v1
6Þ0. (34)

Next, suppose that condition~ii ! holds. Then we havea1/2
5 j 1

2/ j 2
2523/(4m221) so that we can writej 1522p for somep

PN. Hence we obtainj 2
252p2(4m221), which means that

4m221 is even. So, condition~ii ! does not hold. Finally, suppos
that condition~i! holds and

j 1
2

j 2
2

5
2

n~n11!
(35)

for somenPN. In fact, there are infinitely many pairs (j 1 , j 2)
such that Eq.~35! holds for somenPN ~see Appendix A of Ref.
@18# for a proof of this fact whenj 151). However, unlessj 1

5 j 2 , i.e., n51, there does not existn8PN such that

j 2
2

j 1
2

5
n~n11!

2
5

2

n8~n811!
. (36)

Replacingl 51 with l 52 and applying the above arguments, w
easily prove the nonintegrability of Eq.~8! with N52 near a
trajectory (x1 ,y1 ,x2 ,y2)5(0,0,x2

h(t),y2
h(t)) where (x2

h(t),y2
h(t))

is a solution of

ẋ25y2 , ẏ252v2
2x22 j 2

4x2
3. (37)

In conclusion, the Hamiltonian system~8! is nonintegrable when
N52.

We turn to the case ofN.2. We also denote byGh the integral
curve corresponding to (x1

h(t),y1
h(t)) in the full 2N-dimensional

phase space. The NVE of Eq.~8! alongGh is

ḧ l1~v l 11
2 1 j 1

2 j l 11
2 @x1

h~ t !#2!h l50, l 51, . . . ,N21, (38)
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which consists ofN21 independent Lame´ equations. Hence if all
the Galois groups for the Lame´ equations are not abelian, then th
Hamiltonian system~8! is nonintegrable. From the above discu
sion we see that this is the case. Thus we have proven the no
tegrability of Eq.~8! for N.2.

Finally we consider the infinite-degree-of-freedom system~1!.
Let L be a set of all solutions to Eq.~1! given by

u~ t,z!5(
l 51

`

al~ t !sin j lpz, (
l 51

`

ual~ t !u2,`. (39)

Note thatu(t,z)PL always satisfies the boundary conditions~2!,
and that conversely every ‘‘square integrable’’ solutionu(t,z) of
Eq. ~1! satisfying Eq.~2! is present inL with some integer se-
quencej 1 , j 2 , . . . , due to afundamental result on Fourier serie
~e.g., Ref.@37#!. Suppose that there are the necessary~i.e., infinite!
number of first integrals for obtaining general solutions to Eq.~1!
under the boundary condition~2!. Then one can express the sol
tion ~39! by these first integrals and hence Eq.~4! by some of
them. However, this is not the case because of the nonintegrab
of Eq. ~8! for anyN>2. Therefore we see that the infinite-degre
of-freedom system~1! is nonintegrable.

6 Numerical Simulations
To see whether the nonintegrability also implies the occurre

of chaotic motions in the Hamiltonian system~8!, numerical simu-
lations for N52 were performed using a Fortran code call
‘‘ DOP853’’ ~@38#!. The code is based on the explicit Runge-Ku
method of order 8 by Dormand and Prince@39#, and a fifth-order
error estimator with third-order correction is utilized. It also has
dense output of order 7. See Ref.@38# for more details on the
method. A tolerance of 10212 was chosen in the computations s
that very precise results could be obtained.

Figure 2 shows orbits of the Poincare´ map for j 151, j 252,

Fig. 2 Orbits of the Poincare ´ map of Eq. „8… with NÄ2 for j 1
Ä1, j 2Ä2, v1Ä1, v2Ä3.2, and HÄ11. „b… is an enlargement of
„a… near the origin.
SEPTEMBER 2003, Vol. 70 Õ 735
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v151, v253.2, andH511. Here we take as a Poincare´ section
the three-dimensional hyperplane$(x,y)PR23R2ux150,y1.0%.
To obtain a point at which a computed trajectory intersects
Poincare´ section, an interval@ tn21 ,tn# of numerical integration
such that x1(tn21),0 and x1(tn)>0 was searched and th
method of bisection was used for the interval with a tolerance
ux1u,10212. Figure 2~b!, which was obtained by performing
20,000 iterations of the Poincare´ map, suggests that chaotic mo
tions occur although they exist only in a very narrow region of
phase space.

It is easy to see that the periodic orbit (x1 ,y1 ,x2 ,y2)
5(x1

h(t),y1
h(t),0,0) corresponding to the origin in Fig. 2 is un

stable. Actually, the NVE for the periodic orbit is

ḧ21~v2
21 j 1

2 j 2
2@x1

h~ t !#2!h250, (40)

which is a special case of Hill’s equation~see e.g., Ref.@10#!,
wherex1

h(t) is a solution of

ẍ11v1
2x11 j 1

4x1
350. (41)

In general, Hill’s equation has wide parameter regions of insta
ity, and so does Eq.~40!. Such an unstable periodic orbit ha
stable and unstable manifolds, which are supposed to inter
transversely. Their transversal intersection is responsible for
occurrence of chaotic motions by the Smale-Birkhoff homocli
theorem~@11,12#!.

Figure 3 shows numerically computed stable and unsta
manifolds of the periodic orbit for the Poincare´ map of Eq.~8!. To
draw Fig. 3, a software called ‘‘DYNAMICS’’ ~@40#! with the assis-
tance of the C version ofDOP853~@38#! was used, and 5000 point
on small segments with lengths of about 631026 in the stable and
unstable directions were iterated by the Poincare´ map up to 95
times. Since the computation was performed with very small
rors (;10212), the 95th iterate of the Poincare´ map could be
computed with very high accuracy. See Refs.@41#, @42# for the
details on the method. We see that the stable and unstable m
folds intersect transversely and the occurrence of chaos in Eq~8!
indicated by Fig. 2~b! is not an artifact of numerical errors. Thu
we observe numerically that chaotic orbits exist in the two mo
truncation and hence in the original beam equation~1!.

7 Concluding Remarks
In this paper, we have studied the infinite-degree-of-freed

model~1! for unforced and undamped, initially straight beams a
showed that it is nonintegrable in a specific sense. We first der
‘‘exact’’ finite-degree-of-freedom modal truncations for th
model, and proved that anyN(.1)-modal truncations are nonin
tegrable in the sense that there do not existN meromorphic first
integrals which are independent and in involution. We a
showed that this implies the nonintegrability of the infinit

Fig. 3 Numerically computed stable and unstable manifolds of
a periodic orbit for the Poincare ´ map of Eq. „8… with NÄ2. The
same parameter values as in Fig. 2 are taken.
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degree-of-freedom model~1!. Moreover, we provided numerica
simulation results for a two-mode truncation system and obser
that chaotic motions occur as in typical nonintegrable Hamilton
systems.

Here we mention the nonintegrability of Eq.~1! when 2G
P(p2,4p2), i.e., when the beam is buckled and only the fi
mode is unstable. In this case, the ‘‘exact’’ finite-degree-
freedom system~8! becomes

ẋ15y2 , ẏ15x12S (
r 51

N

j r
2xr

2D x1 ,

(42)

ẋl5yl , ẏl52v l
2xl2 j l

2S (
r 51

N

j r
2xr

2D xl , l 52, . . . ,N,

where we set j 151, scaled the coordinate variables
al°(pA2k/2(G1p2)), and replaced v0 by v0

5pA2(G1p2) and v l5 j lA2(( j lp)21G)/(G1p2), l
52, . . . ,N. For N52, we compute the coefficients ofPj (a), j
51,2, as

b1541
6b1

b2
v2

2, c15S 81
6b1

b2
v2

2Dv2
2,

d15S 41
2b1

b2
v2

2Dv2
4 (43)

while the other coefficients are the same as ones in Eq.~31!.
Repeating the arguments given in Sec. 5, we can show tha
finite-degree-of-freedom system~42! with N>2 and the infinite-
degree-of-freedom system~1! with 2GP(p2,4p2) are noninte-
grable. In particular, the two-mode truncation is nonintegra
near integral curves on the (x1 ,y1) plane including a pair of ho-
moclinic orbits if

j 2
2Þ

n~n11!

2
for any nPN, (44)

which was also proven by a Melnikov-type technique of Ref.@16#
in Ref. @18# to give a criterion for the existence of chaos in th
system. Thus we expect that there is a close relation betw
nonintegrability and chaotic dynamics of Hamiltonian systems
fact, general results for such a relation in two-degree-of-freed
systems were given in Refs.@25#, @28#, @29#.

There has been much work on chaotic vibrations of ‘‘force
and ‘‘damped’’ beams~e.g., Refs.@11#, @13#, @15#, @22#, @23#!.
However, in these researches, it is assumed that ‘‘unforced’’
‘‘undamped’’ beams are integrable, and one analyzes the for
and damped beams. So we have the following question: W
novel behavior arises in forced and damped beams from the
integrability of unforced and undamped ones? This will be a ch
lenging problem. A partial answer is given elsewhere~@45#!.

Since our discovery of chaos we have often seen that the
namics of simple systems are not so simple as we thought.
result given here also suggests that we should take the lesso
heart once more.
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Appendix A: Description of Eq. „1… as a Hamiltonian
System in the Abstract Framework

In the geometric theory of mechanics~@43,44#! we can regard
Eq. ~1! as an infinite-degree-of-freedom Hamiltonian system.

Let X5H1@0,1#3L2@0,1#, whereH1@0,1# is the space of func-
tions on the interval@0,1# which are square integrable along wit
Transactions of the ASME
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their first derivatives, andL2@0,1# is the space of square inte
grable functions on@0,1#. The inner product forwj5(uj ,v j )
PX, j 51,2, is given by

^w1 ,w2&5E
0

1

w1~z!•w2~z!dz, (A1)

where ‘‘•’’ represents a usual inner product inR2. We equip the
functional spaceX with a symplectic form

V~w1 ,w2!5E
0

1

@u1v22v1u2#dz (A2)

and a Hamiltonian function

H~w!5
1

2 E0

1

@v21G~u8!21~u9!2#dz1
k

4 F E
0

1

~u8!2dzG2

,

(A3)

wherew5(u,v), wj5(uj ,v j )PX, j 51,2. So we can write Eq
~1! as

ẇ5XH~w!, (A4)

where w5(u,v)PX and XH represents a vector field such th
V(XH(w1),w2)5^DwH(w1),w2&. Here DwH represents theGâ-
teaux derivativedefined by

^DwH~w!,h&5 lim
t→0

1

t
@H~w1th!2H~w!# (A5)

for any hPX. Note thatH(f t(w))5H(w), i.e., the Hamiltonian
energy is conserved under the flowf t , where f t is the flow
generated by Eq.~A4!, i.e., by Eq.~1!.

Appendix B: Some Fundamental Concepts From Alge-
bra

In this appendix we gather some necessary concepts from a
bra for convenience of the reader. See, e.g., Ref.@46# for more
details except some of terminologies in the last paragraph, w
come from introductory concepts of linear algebraic groups.

A set S with a law of composition ‘‘+’’ is called a semigroupif
the associative law holds, i.e., for anya, b, cPS one has (a+b)
+c5a+(b+c). A group G is a semigroup such that it has aunit
element e~i.e., a+e5a for all aPG) and aninverse element a8
for eachaPG ~i.e., a+a85e). We easily see thate+a5a and
a8+a5e. The groupG is said to becommutativeor abelian if the
commutative law also holds~i.e., a+b5b+a for any a, bPG). A
subgroup Hof G is a subset ofG such thatH itself is a group with
the same law of composition. In the following we drop the symb
‘‘ +’’ and write the law of composition like multiplication unless w
treat two or more laws of composition.

Let G be a group and letH be a subgroup ofG. A left cosetof
H in G is a subset ofG of type aH5$axuxPH% for somea
PG, and aright cosetof H in G is a subset ofG of type Ha for
someaPG. The subgroupH is said to benormal if xH5Hx,
which is often rewritten asxHx215H, for all xPG. If H is
normal, then a left coset ofH is equal to a right coset so that w
do not need to distinguish between them. Suppose thatH is nor-
mal and letG8 be a set of cosets ofH. If xH, yHPG8, then
xHyH5xyHPG8. We easily see thatG8 is a group with this
product as a law of composition. In particular,H is a unit element
andx21H is an inverse element ofxHPG8. We writeG8 asG/H
and call it thefactor groupof G by H.

A sequence of subgroups of a groupG,

G5G0.G1. . . . .Gm , (B1)

is called atower. The tower is said to benormal if Gi 11 is normal
in Gi for i 50, . . . ,m21. It is said to beabelian if it is normal
and if each factor groupGi /Gi 11 is abelian. The groupG is said
Journal of Applied Mechanics
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to besolvableif it has an abelian tower such that the last eleme
is the trivial subgroupGm5$e%. Obviously,G is solvable if it is
abelian sinceG.$e% is an abelian tower.

We now introduce some more general concepts. A setM is
called amonoidif it has an associative law of composition and
unit element. A groupG is a monoid such that every element h
an inverse. Aring is a setR with two laws of composition called
addition (a1b) and multiplication (ab) if it is a commutative
group with respect to the addition and a semigroup with respec
the multiplication and the distributive law holds, i.e.,a(b1c)
5ab1ac and (a1b)1c5ac1bc, wherea, b, cPR. The unit
element of the addition is also referred to as thezeroelement and
denoted by 0. A ringF is said to be afield if the multiplication has
a unit element denoted by 1 and every nonzero element ha
inverse element. For example, the setQ of all rational numbers is
a field with usual addition and multiplication.

Let M, M 8 be monoids. Ahomomorphismof M into M 8 is a
mappingf :M→M 8 such thatf (xy)5 f (x) f (y) for all x, yPM . A
homomorphismf :M→M 8 is called anisomorphismif there is a
homomorphismg:M 8→M such that composite mappingsf +g
and g+ f are the identity mappings inM 8 and M, respectively.
WhenM5M 8, a homomorphism and isomorphism are called
endomorphismandautomorphism, respectively.

Let X be a topological space. ThenX is said to beirreducible if
X cannot be written as the union of two proper, nonempty, clo
subsets. A subspaceY of X is called irreducible if it is irreducible
as a topological space. Every irreducible subspace ofX is con-
tained in a maximal one, which is called anirreducible component
of X. For Cn, where n is a positive integer, one can define
topology in which sets consisting of zeros of polynomials withn
unknown variables and their intersections are closed. This to
ogy is called theZariski topology. Since the Galois groupG can
be represented as a group of, sayn3n, nonsingular matrices as
stated in the last paragraph of Sec. 3, we introduce the Za

topology inG, which is subset ofCn2
. An irreducible component

of G containing the unit elemente, which is unique, is called the
identity componentof G. See Refs.@32–34# and references therein
for more details.
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Equilibrium and Belt-Pulley
Vibration Coupling in Serpentine
Belt Drives
Serpentine belt drives with spring-loaded tensioners are now widely used in the au
tive industry. Experimental measurements show that linear system vibration cou
exists between the pulley rotations and the transverse span deflections. Former m
that treat the belt as a string and neglect the belt bending stiffness cannot explain
coupling phenomenon. In this paper, a new serpentine belt system model incorpo
the belt bending stiffness is established. The finite belt bending stiffness causes non
transverse span equilibria, in contrast to string models with straight span equilib
Nontrivial span equilibria cause linear span-pulley coupling, and the degree of coup
is determined by the equilibrium curvatures. A computational method based on bou
value problem solvers is developed to obtain the numerically exact solution of the
linear equilibrium equations. An approximate analytical solution of closed-form is a
obtained for the case of small bending stiffness. Based on these solutions, the eff
design variables on the equilibrium deflections and span-pulley coupling are investig
@DOI: 10.1115/1.1598477#
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Introduction
Serpentine belt drives with multiribbed belts of small secti

heights are commonly used in the automobile industry to dr
accessories such as the alternator, air condition, power ste
pump, and so on. A prominent characteristic of such systems is
introduction of a spring-loaded tensioner assembly, which gre
improves the system dynamic performance by automatically c
pensating for tension changes as accessories are activated o
activated.

Considerable research has been done on the vibration of se
tine belt systems since their wide application about two deca
ago. Most studies consider only the pulley rotational motions w
the belt acting only as a longitudinal stiffness@1–4#. In contrast,
Beikmann et al.@5–7# treated the belt as a continuum string a
developed a prototypical model consisting of three pulleys an
tensioner. This model captures linear coupling only between
tensioner rotation and the transverse vibration of the two sp
adjacent to the tensioner, see Fig. 1. This coupling results f
tensioner rotation moving the boundary points of the two adjac
spans. For spans away from the tensioner bounded by fixed
leys, the belt is modeled as an axially moving string whose bou
ary points have no transverse deflections, thereby decoupling
span vibrations from pulley rotations. Parker@8# used similar
modeling to analyze vibration of a generaln-pulley system. Beik-
mann’s experiments@6,7#, however, show a degree of linea
coupling between pulley rotations and the span transverse v
tions between fixed pulleys, which can be excited despite the
that the motions of the two end pulleys are only along the axis
the span treated as a string. Observations on current automo
also demonstrate strong, apparently linear coupling where pu
rotations excite undesirable transverse vibration of the adja
spans.

In this paper, general equations of motion that incorporate

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Mar. 1
2002; final revision, Sept. 27, 2002. Associate Editor: N. C. Perkins. Discus
on the paper should be addressed to the Editor, Prof. Robert M. McMeeking,
partment of Mechanical and Environmental Engineering University of California
Santa Barbara, Santa Barbara, CA 93106-5070, and will be accepted until
months after final publication of the paper itself in the ASME JOURNAL OFAPPLIED
MECHANICS.
Copyright © 2Journal of Applied Mechanics
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bending stiffness are formulated using Hamilton’s principle fo
three-pulley system. The equations show that vibration coup
exists between spans away from the tensioner and the pulley
tations. The mechanism of the coupling depends upon the equ
rium curvature of the spans. Correspondingly, a coupling indica
G5(G i determined by the equilibrium state is defined to meas
the magnitude of vibration coupling of the whole system, whe
G i denotes the coupling indicator for individual spans.

The main work of this paper is to determine the span equi
rium deflections from the set of nonlinear equations. The equi
rium equations are differential-integral equations coupled w
several algebraic equations. A key step is the application of o
nary differential equation~ODE! conversion techniques to refor
mulate the governing equations into a standard boundary v
problem~BVP! form that can be readily accepted by generalp
pose BVP solver codes@9#. Taking advantage of the reliability an
high performance of modern BVP solver codes, almost exact
merical results are found with little programming effort. For th
practically important case of small dimensionless bending s
ness, singular perturbation techniques are used to derive an
proximate closed-form solution.

Based on these numerical and analytical solutions, the effec
major design variables on the equilibrium deflections and c
pling indicators are investigated. The analytical solution explici
reveals the qualitative and quantitative impact of design variab

7,
ion
De-
—
four

Fig. 1 A prototypical three-pulley serpentine belt drive system
003 by ASME SEPTEMBER 2003, Vol. 70 Õ 739
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on the span equilibria and magnitude of the vibration coupling
closed-form approximation for the coupling indicator captures t
information in a simple expression.

The equilibrium solution presented here is essential for sub
quent dynamic analysis of coupled belt-pulley serpentine d
vibration @10#.

System Model
The prototypical system of Fig. 1 was first used by Beikma

et al. @5–7# to study the vibration of serpentine belt systems.
contains the essential components in automotive serpen
drives: a driving pulley~pulley 1!, a driven pulley~pulley 3!,
a belt, and a spring-loaded tensioner assembly. The tensi
assembly consists of a tensioner arm spring-loaded at its p
with an idler pulley~pulley 2! in contact with the belt. The acces
sory driving torquesM1(t) and M3(t) are present, butM2(t)
50 for the idler pulley.~See Nomenclature for definitions of th
symbols.!

The dynamic motions are the pulley rotationsu i(t), i 51,2,3,
the tensioner arm rotationu t(t), and the transverse (wi(xi ,t)) and
longitudinal (ui(xi ,t)) displacements of each belt span. The spa
are modeled as continua translating with constant speedc. Each
span is subjected to constant moments at its ends arising from
bending of the belt around the pulleys. No microslip or gross s
is considered at the belt-pulley interface, which is taken to b
single contact point that does not vary with belt motion@11,12#.

All motions are measured relative to a reference state. The
erence state corresponds to the equilibrium for a stationary
with no bending stiffness, that is, the equilibrium for the syst
with the belt modeled as a string. Steady accessory torques
present in the reference state, so different spans may have d
ent reference state tensions. Beikmann et al.@6# presented a
method to calculate the reference equilibrium. Measuring d
placements from this reference state clearly shows the effec
belt bending stiffness.

Consider the reference equilibrium when all accessory torq
are zero. In this case, all span tensions areP0 , which is used in
the subsequent nondimensionalization procedure.

The equations of motions are derived from Hamilton’s pr
ciple. The kinetic energyT is

T5
1

2 (
i 51

3

Ji S c

r i
1 u̇ i D 2

1
1

2
Jtu̇ t

21(
i 51

3 E
0

l i 1

2
m@~wi ,t2cwi ,x!

2

1~ui ,t2cui ,x2c!2#dxi , (1)

whereJt5Jarm1m2r t
2, Jarm is the rotational inertia of the ten

sioner arm,m2 is the mass of the tensioner pulley, andu2 is the
absoluterotation angle of the tensioner idler pulley~as opposed to
rotation relative to the tensioner arm!. The potential energyV is

V5
1

2
kr~u t1u tr !

2

1(
i 51

3 E
0

l iFEA

2 S Pi

EA
1ui ,x1

1

2
wi ,x

2 D 2

1
1

2
EIwi ,xx

2 Gdxi ,

(2)

whereu tr is the rotation angle of the tensioner arm in the ref
ence state~Fig. 2!. The virtual work is

dW5(
i 51

3

M& S
~ i !dwi ,x~0,t !1(

i 51

3

M& E
~ i !dwi ,x~ l i ,t !2(

i 51

3

Midu i ,

(3)

whereM& S
( i ) is the end moment on theith span start point andM& E

( i )

is the end moment on theith span end point. Beam theory applie
to the belt at the pulley contact point requires
740 Õ Vol. 70, SEPTEMBER 2003
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M& S
~ i !5EI/r S , M& E

~ i !5EI/r E , (4)

where r S and r E are the radii of the pulleys that bound a sp
@11,12#.

The kinematic constraints are obtained from Figs. 1 and 2,

w1~0,t !50, w1~ l 1 ,t !5r tu t cosb1 , (5)

u1~0,t !52r 1u1 , u1~ l 1 ,t !52r 2u22r tu t sinb1 , (6)

w2~0,t !5r tu t cosb2 , w2~ l 2 ,t !50, (7)

u2~0,t !52r 2u22r tu t sinb2 , u2~ l 2 ,t !52r 3u3 , (8)

w3~0,t !50, w3~ l 3 ,t !50, (9)

u3~0,t !52r 3u3 , u3~ l 3 ,t !52r 1u1 , (10)

whereb1,25u tr2z1,2 are the orientation angles of the tension
arm relative to the two spans adjacent to the tensioner. For
details of the tensioner alignment, see Fig. 2. The positive dir
tion of wi is always to the inside of the belt loop, the positiv
direction of ui is counterclockwise, and the positive direction
belt travelc is clockwise;u tr , u t are positive counterclockwise;u i
is positive if its rotation is in the direction of belt travel;z i is the
angle from due east to theoutsideof the ith span; the pulleys and
spans are numbered sequentially in the counterclockwise direc
~Figs. 1 and 2!. The definition of the tensioner orientation usin
b1,2 differs from prior research@5–7,13#; this new definition
seems easier to understand, although the two approaches
equivalent.

Application of Hamilton’s principle yields the equations of mo
tion. The field equations for the spans are

m~wi ,tt22cwi ,xt1c2wi ,xx!2H FEAS ui ,x1
1

2
wi ,x

2 D1Pi Gwi ,xJ
,x

1EIwi ,xxxx50, i 51,2,3, (11)

m~ui ,tt22cui ,xt1c2ui ,xx!2FEAS ui ,x1
1

2
wi ,x

2 D1Pi G
,x

50,

i 51,2,3. (12)

For practical serpentine drives, the longitudinal stiffnessEA is
much greater than the transverse stiffness from belt tension
bending. As a consequence, longitudinal waves propagate m
more rapidly than transverse waves, and one may adopt thequa-
sistatic assumption@14#. Under this assumption, the inertia term
are neglected in the field equations for longitudinal motion, a
the dynamic tensionEA(ui ,x11/2wi ,x

2 ) becomes uniform through
out the span,

P̃i~ t !5EAS ui ,x1
1

2
wi ,x

2 D5
EA

l i
Fui~ l i ,t !2ui~0,t !

1E
0

l i 1

2
wi ,x

2 ~xi ,t !dxi G , i 51,2,3. (13)

Fig. 2 Detail of tensioner region and pulley 2, defining align-
ment angles
Transactions of the ASME
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The transverse vibration equations become

m~wi ,tt22cwi ,xt1c2wi ,xx!2@~Pi1 P̃i !wi ,x# ,x

1EIwi ,xxxx50, i 51,2,3, (14)

w1~0,t !50, EIw1,xx~0,t !5
EI

r 1
,

w1~ l 1 ,t !5r tu t cosb1 , EIw1,xx~ l 1 ,t !52
EI

r 2
, (15)

w2~0,t !5r tu t cosb2 , EIw2,xx~0,t !52
EI

r 2
,

w2~ l 2 ,t !50, EIw2,xx~ l 2 ,t !5
EI

r 3
, (16)

w3~0,t !50, EIw3,xx~0,t !5
EI

r 3
, w3~ l 3 ,t !50,

EIw3,xx~ l 3 ,t !5
EI

r 1
. (17)

The equations for the tensioner and pulleys are

Jtü t1kru t1@mcw1,t~ l 1!1~P12mc21 P̃1!w1,x~ l 1!

1EIw1,xxx~ l 1!#r t cosb11~mc22 P̃1!r t sinb1

2@mcw2,t~0!1~P22mc21 P̃2!w2,x~0!

1EIw2,xxx~0!#r t cosb22~mc22 P̃2!r t sinb250,

(18)

J1ü11 P̃1r 12 P̃3r 150, (19)

J2ü22 P̃1r 21 P̃2r 250, (20)

J3ü32 P̃2r 31 P̃3r 350, (21)

where

P̃15
EA

l 1
S r 2u22r 1u12r tu t sinb11E

0

l 1 1

2
w1,x

2 dxD , (22)

P̃25
EA

l 2
S r 3u32r 2u21r tu t sinb21E

0

l 2 1

2
w2,x

2 dxD , (23)

P̃35
EA

l 3
S r 1u12r 3u31E

0

l 3 1

2
w3,x

2 dxD . (24)

Note that the reference state equilibrium equations2P1r t sinb1
1P2rt sinb21krutr50, P1r 12P3r 11M150, 2P1r 21P2r 250,
and 2P2r 31P3r 31M350 have been used to simplify Eqs
~18!–~21!.

The following nondimensional variables are defined:

x̂i5
xi

l i
, ŵi5

wi

l i
, l 5

l 11 l 21 l 3

3
, t̂5tA P0

ml2
,

P̂i5
Pi

P0
, T̂i5

P̃i

P0
,

(25)

«25
EI

P0l 2
, s5cAm

P0
, ks5

kr

P0r t
, g5

EA

P0
,

whereP0 is the initial tension of the string model at rest with n
accessory torques, as mentioned previously.l is the characteristic
length taken as the average span length.
Journal of Applied Mechanics
.

o

Eliminating time derivative terms and dropping the hat on
mensionless variables yields the nondimensional equilibri
equations

«2S l

l i
D 2

wi ,xxxx2@Pi2s21Ti #wi ,xx50, 0,x,1, i 51,2,3,

(26)

w1~0!50, w1,xx~0!5
l 1

r 1
,

w1~1!5
r t

l 1
cosb1u t, w1,xx~1!52

l 1

r 2
, (27)

w2~0!5
r t

l 2
cosb2u t , w2,xx~0!52

l 2

r 2
,

w2~1!50, w2,xx~1!5
l 2

r 3
, (28)

w3~0!50, w3,xx~0!5
l 3

r 3
, w3~1!50, w3,xx~1!5

l 3

r 1
,

(29)

F2~P12s21T1!w1,x~1!1«2S l

l 1
D 2

w1,xxx~1!Gcosb1 ,

2F2~P22s21T2!w2,x~0!1«2S l

l 2
D 2

w2,xxx~0!Gcosb2 ,

1~T12s2!sinb12~T22s2!sinb22ksu t50, (30)

T12T350, (31)

2T11T250, (32)

2T21T350, (33)

with the dimensionless tensions

T15
P̃1

P0
5gS 2

r 2

l 1
u21

r t

l 1
u12

r 1

l 1
u t sinb11E

0

1 1

2
w1,x

2 dxD ,

(34)

T25
P̃2

P0
5gS 2

r 3

l 2
u31

r 2

l 2
u21

r t

l 2
u t sinb21E

0

1 1

2
w2,x

2 dxD ,

(35)

T35
P̃3

P0
5gS 2

r 1

l 3
u11

r 3

l 3
u31E

0

1 1

2
w3,x

2 dxD . (36)

Equations~26!–~36! are a mixed differential-integral-algebrai
system. The unknowns areu t , wi , andu i . The design variables
that control the equilibrium span deflections are the initial sp
tensionsPi , bending stiffness«2, speeds, tensioner spring stiff-
nessks , longitudinal belt stiffnessg, and drive geometry.

From the pulley Eqs.~31!–~33!,

T15T25T35T. (37)

From Eqs.~34!–~36!,

T1

g

l 1

l
52

r 2

l
u21

r 1

l
u12

r t

l
u t sinb11

l 1

l E0

1 1

2
w1,x

2 dx,

(38)

T2

g

l 2

l
52

r 3

l
u31

r 2

l
u21

r t

l
u t sinb21

l 2

l E0

1 1

2
w2,x

2 dx,

(39)

T3

g

l 3

l
52

r 1

l
u11

r 3

l
u31

l 3

l E0

1 1

2
w3,x

2 dx. (40)
SEPTEMBER 2003, Vol. 70 Õ 741
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Addition of Eqs.~38!, ~39!, and~40! and substitution of the rela
tion ~37! yield

S l 11 l 21 l 3

l D T

g
2

l 1

l E0

1 1

2
w1,x

2 dx2
l 2

l E0

1 1

2
w2,x

2 dx

2
l 3

l E0

1 1

2
w3,x

2 dx1
r t

l
~sinb12sinb2!u t50. (41)

Defining T as the new unknown variable and substituting E
~37! into Eqs.~26! and ~30! gives

«2S l

l i
D 2

w1,xxxx2~Pi2s21T!w1,xx50, 0,x,1, i 51,2,3,

(42)

F2~P12s21T!w1,x~1!1«2S l

l 1
D 2

w1,xxx~1!Gcosb1

2F2~P22s21T!w2,x~0!1«2S l

l 2
D 2

w2,xxx~0!Gcosb2

(43)

1~T2s2!sinb12~T2s2!sinb22ksu t50.

Equations~41!–~43! and boundary conditions~27!–~29! define
a simplified nondimensional system that is equivalent to the or
nal system~26!–~36!. Compared with the original equilibrium
equations, the variablesu t andT replaceu t andu i , i 51,2,3.

Numerical Solution
The above system consists of boundary value problem~BVP!

Eqs.~42! coupled with algebraic Eqs.~41! and~43!. The boundary
conditions~27! and ~28! for the two spans adjacent to the te
sionerw1 and w2 are nontrivial and coupled with the tension
rotationu t . The algebraic Eq.~41! contains integral terms involv
ing thewi . Furthermore, all equations are nonlinear. The com
nation of these characteristics initially makes it seem difficult
formulate an accurate numerical solution. By applying ODE c
version techniques, however, the above system can be transfo
into a standard form defined on the interval@0,1# @9#. This formu-
lation can be accepted by general-purpose BVP solvers yiel
convenient and highly accurate solutions with minimal progra
ming.

The standard form required for most BVP solvers is

y8~x!5 f ~x,y~x!!, a,x,b, (44)

g~y~a!,y~b!!50, (45)

where f, y, andg are n-dimensional vectors andf and g may be
nonlinear@9#. This standard form cannot contain integral terms
algebraic equations as are present in the current system.

To adapt the belt drive equilibrium equations to standard fo
the following three conversion techniques are used:

• Define the constantsT and u t as functionsT5T(x), u t
5u t(x) governed by

dT~x!

dx
50,

du t~x!

dx
50, 0,x,1. (46)

• For the integral terms in the algebraic equation, defineI i(x)
5*0

x1/2wi ,s
2 ds, which gives

dIi~x!

dx
5

1

2
wi,x

2 , Ii~0!50, i 51,2,3. (47)

I i(1) is then equivalent to the original integral term
*0

11/2wi ,x
2 dx in Eq. ~41!.

• With T andu t defined as functions ofx as in Eq.~46! and the
definition of I i(x) in Eq. ~47!, the algebraic Eqs.~41! and
~43! are treated as boundary conditions as seen in Eqs.~54!
742 Õ Vol. 70, SEPTEMBER 2003
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and~55! below. This conveniently draws the discrete variab
Eqs.~41! and ~43! into the continuum BVP formulation.

This process yields the following differential equations:

T,x50, u t,x50, 0,x,1, (48)

wi ,xxxx2
1

«2 S l i

l D
2

~Pi2s21T!wi ,xx50, I i ,x5
1

2
wi ,x

2 ,

i 51,2,3, 0,x,1, (49)

with boundary conditions

I 1~0!50, I 2~0!50, I 3~0!50, (50)

w1~0!50, w1~1!5
r t

l 1
cosb1u t~1!,

w1,xx~0!5
l 1

r 1
, w1,xx~1!52

l 1

r 2
, (51)

w2~0!5
r t

l 2
cosb2u t~1!, w2~1!50,

w2,xx~0!52
l 2

r 2
, w2,xx~1!5

l 2

r 3
, (52)

w3~0!50, w3~1!50, w3,xx~0!5
l 3

r 3
, w3,xx~1!5

l 3

r 1
,

(53)

l 11 l 21 l 3

l

1

g
T~1!2

l 1

l
I 1~1!2

l 2

l
I 2~1!2

l 3

l
I 3~1!

1
r t

l
~sinb12sinb2!u t~1!50, (54)

F2~P12s21T~1!!w1,x~1!1«2S l

l 1
D 2

w1,xxx~1!Gcosb1

2F2~P22s21T~1!!w2,x~0!1«2S l

l 2
D 2

w2,xxx~0!Gcosb2

1~T~1!2s2!sinb12~T~1!2s2!sinb22ksu t~1!50.

(55)

Notice that the 17 boundary conditions~50!–~55! equal the
total order of the eight differential Eqs.~48!–~49!. Equations
~48!–~55! involving higher derivatives can be readily reduced
standard first-order form~44!–~45! with the definitionsy1(x)
5w1(x), y2(x)5w1,x(x), y18(x)5y2(x), and so on. Also note
that the problem is cast entirely on the intervalxP@0,1# even
though the problem involves multiple spans of different lengt
This standard form is readily implemented in BVP solver so
ware. Here, the solver BVP4C in the Matlab software is adop
@15#.

This approach for solving the equilibrium problem of coupl
continuous-discrete systems has several advantages:

• It is easy to implement in readily available professional so
ware once the problem is cast in standard form. This m
mizes software development needs and setup time.

• Second, with the high quality and robustness of gene
purpose codes, the numerical results can be excellent.
example, in this study the relative tolerance RelTol50.001
was used for the BVP4C calculations, which is a high cri
rion for numerical computation@15#. Because there is no spa
tial discretization, the final results can be viewed as num
cally exact.

• Finally, the method can be extended to other nonline
continuous-discrete BVP systems. By applying similar co
Transactions of the ASME



Table 1 Physical properties of the prototypical system

Pulley 1 Pulley 2 Pulley 3 Tensioner

Center ~0.5525 m, 0.0556 m! ~0.3477 m, 0.05715 m! ~0,0! ~0.2508 m, 0.0635 m!
Radius 0.0889 m 0.0452 m 0.02697 m 0.097 m
Other

Physical properties Belt modulus:EA5120,000 N
Span lengths:l 150.1548 m,l 250.3449 m,l 350.5518 m

Tensioner spring stiffness:kr5116.4 N-m/rad
Tensioner rotation at reference state:u tr50.1688 rad

Calculated Belt tension at reference state:P05300 N
values Tensioner alignment angles:b15135.79 deg,b25178.74 deg
a

o
i

i

n

n
t

n

n
n

t

i

re
is

u-
version techniques, these systems can be transformed in
standard BVP system. The algebraic equations associ
with the discrete variables~e.g., tensioner rotations! typically
serve as boundary conditions.

Numerical Results and Discussion
In this section, numerical equilibrium results are presented f

prototypical three-pulley serpentine belt system. The phys
properties shown in Table 1 are drawn from Refs.@5–7#. Equilib-
rium deflections are plotted in three-dimensional perspective
span 1 adjacent to the tensoner and span 3 away from the
sioner. Tensioner rotation are evident from these plots us
w1(1)5r t / l 1 cosb1ut .

Figure 3 shows that nondimensional bending stiffness«2

strongly influences the equilibrium deflections. When bend
stiffness increases, the equilibrium deflection increases marke
When «2 is small, there are boundary layers in the equilibriu
deflections. As«2 grows larger, the boundary layers become le
pronounced and the equilibrium deflections become bigger
smoother. Approximating the bending stiffness of a poly-ribb
belt typical of vehicle applications byEI5(m21)2.867
31023 N•m2 ~wherem is the number of ribs!, reasonable values
of « fall in the range 0.01<«<0.12.

Figure 4 illustrates the influences of tensionsPi on the equilib-
rium deflections. The unequal ranges of these tensions show
Fig. 4 result from calculating span tension variations as the ste
accessory torquesM1 , M3 (M352(r 3 /r 1)M1) are varied across
0<M1<37.34 N•m. Notice that the variation range of the te
sions of the two spans adjacent to the tensionerP15P2 is much
smaller than that of the third spanP3 . This occurs because, whe
the accessory torques change, the tensioner assembly compe
for the tension loss or gain to stabilize the tensions of the
spans adjacent to it@6#. The span equilibria increase considerab
with decreasing tension.

Compared with«2 andPi , the speeds has smaller influence on
the equilibrium deflections as seen in Fig. 5. Small equilibriu
changes with speed seem contradictory to physical intuition
cause increasing the speed means decreasing the effective te
This phenomenon can be explained by the mechanism of the
sioner, whose main purpose is automatic tension loss compe
tion to keep variations of thetractive tension of the belt (Pi2s2

1T) small when the speed is changed@6#.
The tensioner spring stiffnessks has small influence on the

equilibrium deflections over a wide range of variation~Fig. 6!.
Although for span 1 the equilibrium deflection appears to cha
significantly whenks increases, these changes are predomina
from rotation of the whole span~which is caused by tensione
rotation and the span boundary conditionw1(1)
5(r t / l 1)cosb1ut). Subsequent results using the coupling indica
confirm this. Figure 7 shows that the longitudinal belt stiffnessg
has very small influence on the equilibrium deflections.

Linearization of the generaldynamicequations about the equ
librium configuration shows that the degree of pulley-span vib
Journal of Applied Mechanics
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tion coupling is determined mainly by the equilibrium curvatu
of each span. For example, the linearized equation for span 3

S l 3

l D 2

w3,tt22s
l 3

l
w3,xt2 P̄3w3,xx1«2S l

l 3
D 2

w3,xxxx

2gS 2
r 1

l 3
u11

r 3

l 3
u31E

0

1

w3,xw3,x* dxDw3,xx* 50,

(56)

where P̄35P32s21P3* , P3* 5g@2r 1 / l 3u1* 1r 3 / l 3u3*
1*0

11/2(w3,x* )2dx#, the asterisk denotes the equilibrium config
ration, andw3 , u1 , andu3 are small vibrations about equilibrium

Fig. 3 Equilibrium deflections of spans 1 and 3 for varying belt
bending stiffness: sÄ0, k sÄ4, gÄ400, P1ÄP2ÄP3Ä1
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~for this equation only!. Looking at theu1 andu3 terms coupling
the span and pulley vibrations, the equilibrium curvaturew3,xx*
governs the magnitude of coupling. Returning to the notation
wi(x) representing equilibrium deflections, one can define
equilibrium parameterG i5*0

1wi ,xx
2 dx as thecoupling indicator

for each span and the sumG5( i 51
3 G i5( i 51

3 *0
1wi ,xx

2 dx as the
coupling indicator for the whole system. IncreasingG indicates
increasing coupling between the rotations of the pulleys and tr
verse motions of the belt.

Figures 8 and 9 show that belt bending stiffness«2 and span
tensionsPi strongly affect coupling. Generally, large«2 and small
tensions result in a more beam-like belt with relatively large eq
librium span deflections and strong pulley-span vibration c
pling. In such cases, bending stiffness cannot be ignored.

Belt speeds weakly affects coupling for properly designed sy
tems, but the effect of speed can rise if the tensioner is not p
erly designed. These results are shown in Figs. 10 and 11 w
h50.78 corresponds to a well designed system~as used for all
other results in this paper! andh50 is a poorly designed system
h is the tensioner effectiveness, and it indicates the ability of
tensioner to maintain constanttractive belt tension in response t
changes in belt speed@6#. Mathematically,h5]T/](s2) at s50,
«50 ~an analytical approximation is derived subsequently!. h is
close to unity for well designed systems, while smallh indicates
poor tensioner design. Figure 11 shows the variation of tens
for ranges of« ands2 for the valuesh50.78 andh50 ~the change
in h is induced by adjusting the tensioner orientation anglesb1,2).
For the well-designed systemh50.78, the surface remains near
planar andT'hs2 over the entire region. Forh50, the surface is

Fig. 4 Equilibrium deflections of spans 1 and 3 for varying
span tensions: «Ä0.05, sÄ0, k sÄ4, gÄ400
744 Õ Vol. 70, SEPTEMBER 2003
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clearly curved except for«'0. In this case,T'hs2 is a poor
approximation for«.0; h is no longer effective to describe th
change of tension with respect to speed changes. Physic
the reason behind this phenomenon is that when tensioner e
tiveness is small, the system cannot maintain constant trac
tension through tensioner rotation as speed increases. Incre
speed then decreases the tractive tension and, because of the
zero bending stiffness, enlarges the belt span deflections~string
model equilibria always havezerospan deflections and are una
fected by decreased tension!. The increased span deflections
turn cause additional tension due to the increased span len
Thus, when bending stiffness is considered,h cannot correctly
describe the relationship between tension and speed for po
designed systems.

The plots ofG versus tensioner spring stiffnessks and longitu-
dinal belt stiffnessg are not shown because coupling indicator
a weak function of these quantities. When«50.015, s50, P1
5P25P351, the value ofG varies less than 3% over the rang
of ks andg corresponding to that in Figs. 6 and 7.

Approximate Closed-Form Solution
When the belt bending stiffness is small, which means«!1

~this is the usual case for practical serpentine belt systems!, an
approximate solution can be obtained using singular perturbat
This closed-form solution shows explicit dependence of the eq
libria on system parameters. It also leads to a simple equation
reveals quantitative relations between the coupling indicator
the key design variables.

Fig. 5 Equilibrium deflections of spans 1 and 3 for varying
speed: «Ä0.05, k sÄ4, gÄ400, P1ÄP2ÄP3Ä1
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First, let us investigate the linearized equations of the equi
rium system~42!–~44!. When nonlinear terms are neglected, o
has the linear system

«2S l

l i
D 2

wi ,xxxx2~Pi2s2!wi ,xx50, i 51,2,3, 0,x,1,

(57)

F2~P12s2!w1,x~1!1«2S l

l 1
D 2

w1,xxx~1!Gcosb1

2F2~P22s2!w2,x~0!1«2S l

l 2
D 2

w2,xxx~0!Gcosb2

1~T2s2!sinb12~T2s2!sinb22ksu t50, (58)

l 11 l 21 l 3

l

T

g
1

r t

l
~sinb12sinb2!u t50. (59)

Boundary conditions for thewi are still Eqs.~27!–~29!. While
readily solvable, the linear system approximation is unsatisfac
as seen in Figs. 12 and 13. Thus the equilibrium problem is n
linear in essence, and the linear system does not give an effe
approximation.

Returning to the nonlinear model, the variables are represe
as

T5T~0!1«T~1!1¯, (60)

u t5u t
~0!1«u t

~1!1¯, (61)

Fig. 6 Equilibrium deflections of spans 1 and 3 for varying
tensioner spring stiffness: «Ä0.05, sÄ0, gÄ400, P1ÄP2ÄP3
Ä1
Journal of Applied Mechanics
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wi5wi
c1¯, (62)

wherewi
c is the leading composite combination of the inner a

outer solution of theith span. Substitution of Eqs.~60!–~62! into
Eq. ~42! yields equations for the spans.

First consider span 1, which has the equation

Fig. 7 Equilibrium deflections of spans 1 and 3 for varying
longitudinal belt stiffness: «Ä0.05, sÄ0, k sÄ4, P1ÄP2ÄP3Ä1

Fig. 8 System coupling indicator G for varying belt bending
stiffness: sÄ0, k sÄ4, gÄ400, P1ÄP2ÄP3Ä1
SEPTEMBER 2003, Vol. 70 Õ 745
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«2S l

l 1
D 2

w1,xxxx
c 2~P12s21T~0!1«T~1!!w1,xx

c 50, 0,x,1.

(63)

The outer expansion has the form

w1
O5y0~x!1«y1~x!1«2y2~x!1¯ . (64)

Substitution of Eq.~64! into Eq. ~63! gives

y0,xx50, (65)

~P12s21T~0!!y1,xx52T~1!y0,xx , (66)

~P12s21T~0!!y2,xx5S l

l 1
D 2

y0,xxxx2T~1!y1,xx . (67)

Solution of these problems in sequence yields

w1
O5D01D1x1«~D21D3x!1«2~D41D5x!, (68)

Fig. 9 System coupling indicator G for varying span tensions:
«Ä0.015, sÄ0, k sÄ4, gÄ400

Fig. 10 System coupling indicator G for varying speed:
«Ä0.015, k sÄ4, gÄ400, P1ÄP2ÄP3Ä1. hÄ0.78 corresponds
to tensioner orientation b1Ä135.79 deg, b2Ä178.74 deg in
Table 1; while hÄ0 corresponds to tensioner orientation
b1Ä68.53 deg, b2Ä111.47 deg.
746 Õ Vol. 70, SEPTEMBER 2003
whereD0;D5 are arbitrary constants. This outer expansion is
required to satisfy any boundary conditions. It must be matc
with two boundary layer expansions, one valid nearx50 and the
other valid nearx51.

To find the inner expansion nearx50, one introduces the
stretching transformation

j5
x

«l
, l.0. (69)

Denoting the inner expansion nearx50 by the superscripti, Eq.
~63! becomes

«224lS l

l 1
D 2 d4w1

i

dj4
2~P12s21T~0!1«T~1!!«22l

d2w1
i

dj2
50.

(70)

As «→0, the distinguished limit corresponds tol51. Then,w1
i is

governed by

S l

l 1
D 2 d4w1

i

dj4
2~P12s21T~0!1«T~1!!

d2w1
i

dj2
50,

(71)

w1
i ~0!50,

d2w1
i

dj2
~0!5«2S l 1

r 1
D .

With the inner expansionw1
i 5W0(j)1«W1(j)1«2W2(j), Eq.

~71! gives

Fig. 11 Tension variation with different tensioner orientation:
k sÄ4, gÄ400, P1ÄP2ÄP3Ä1. „a… b1Ä135.79 deg, b2
Ä178.74 deg, hÄ0.78. „b… b1Ä68.53 deg, b2Ä111.47 deg,
hÄ0.
Transactions of the ASME



n

S l

l 1
D 2 d4W0

dj4
2~P12s21T~0!!

d2W0

dj2
50,

W0~0!50 W0,jj~0!50, (72)

S l

l 1
D 2 d4W1

dj4
2~P12s21T~0!!

d2W1

dj2
5T~1!

d2W0

dj2
,

W1~0!50 W1,jj~0!50, (73)

S l

l 1
D 2 d4W2

dj4
2~P12s21T~0!!

d2W2

dj2
5T~1!

d2W1

dj2
,

W2~0!50 W2,jj~0!5
l 1

r 1
. (74)

The general solution of Eq.~72! is

W0~j!5a01b0j1c0e2j~ l 1 / l !AP12s21T~0!
1d0ej~ l 1 / l !AP12s21T~0!

.
(75)

The constantd0 must be zero; otherwise,W0(j) would grow ex-
ponentially withj, making it unmatchable with the outer expa

Fig. 12 Equilibrium deflections of the first and third spans:
«Ä0.01, sÄ0.6, k sÄ4, gÄ400, P1ÄP2ÄP3Ä1
Journal of Applied Mechanics
-

sion. The boundary conditions in Eq.~72! lead toW0(j)5b0j.
Subsequent solution of Eqs.~73! and ~74! for W1 andW2 yields
the inner expansion

w1
i ~j!5b0j1«b1j1«2Fb2j2S l

l 1
D 2S l 1

r 1
D 1

P12s21T~0!
~1

2e2j~ l 1 / l !AP12s21T~0!
!G , (76)

where exponential growth terms have been eliminated.
With use of Eq.~69! andl51, the inner expansion of Eq.~68!

is

~w1
O! i5D01«~D1j1D2!1«2~D3j1D4!. (77)

The outer expansion of Eq.~76! as«→0 is

~w1
i !O5b0j1«b1j1«2Fb2j2S l

l 1
D 2S l 1

r 1
D 1

P12s21T~0!G .

(78)

The matching principle (w1
O) i5(w1

i )O yields

D050, b050, b15D1 , D35b2 , D250,

Fig. 13 Equilibrium deflections of the first and third spans:
«Ä0.01, sÄ0.9, k sÄ4, gÄ400, P1ÄP2Ä0.9395, P3Ä1.5395
SEPTEMBER 2003, Vol. 70 Õ 747
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D452S l

l 1
D 2S l 1

r 1
D 1

P12s21T~0!
. (79)

For the boundary layer nearx51, the stretching transformatio
is z5(12x)/«. Denoting the inner expansion of Eq.~63! near
x51 by the superscriptI, the governing equation as«→0 is

S l

l 1
D 2 d4w1

I

dz4
2~P12s21T~0!1«T~1!!

d2w1
I

dz2
50. (80)

Application of similar procedures as forw1
i to w1

I yields

w1
I 5

r t

l 1
cosb1u t

~0!1B0z1«S B1z1
r t

l 1
cosb1u t

~1!D1«2FB2z

1S l

l 1
D 2S l 1

r 2
D 1

P12s21T~0!
~12e2z~ l 1 / l !AP12s21T~0!

!G ,

(81)

whereB0 , B1 , andB2 are arbitrary constants.
The inner expansion nearx51 of the outer solution~68! is

~w1
O! I5D01D11«@2D1z1D21D3#1«2@2D3z1D41D5#.

(82)

The matching condition (w1
O) I5(w1

I )O leads to

D01D15
r t

l 1
cosb1u t

~0! , 2D15B1 ,

D21D35
r 3

l 1
cosb1u t

~1! ,
(83)

2D35B2 , B050, D41D55S l

l 1
D 2S l 1

r 2
D 1

P12s21T~0!
.

Solution of Eqs.~83! and ~79! gives

D050, D15
r t

l 1
cosb1u t

~0! , D250, D35
r t

l 1
cosb1u t

~1! ,

D452S l

l 1
D 2S l 1

r 1
D 1

P12s21T~0!
,

D55S l

l 1
D 2 1

P12s21T~0! S l 1

r 1
1

l 1

r 2
D ,

b050, b15
r t

l 1
cosb1u t

~0! , (84)

b25
r t

l 1
cosb1u t

~1! , B050, B152
r t

l 1
cosb1u t

~0! ,

B252
r t

l 1
cosb1u t

~1! .

The composite expansion for span 1 is

w1;w1
c5w1

O1w1
i 1w1

I 2~w1
i !O2~w1

I !O

5«2S l

l 1
D 2 1

P12s21T~0! F2
l 1

r 1
1S l 1

r 1
1

l 1

r 2
D x

1
l 1

r 1
e2~x/«!~ l 1 / l !AP12s21T~0!

2
l 1

r 2
e@~x21!/«#~ l 1 / l !AP12s21T~0!G1

r t

l 1
cosb1~u t

~0!
748 Õ Vol. 70, SEPTEMBER 2003
1«u t
~1!!x. (85)

Similar perturbation processes forw2 andw3 yield

w2;w2
c5«2S l

l 2
D 2 1

P22s21T~0! F l 2

r 2
1S 2

l 2

r 2
2

l 2

r 3
D x

2
l 2

r 2
e2~x/«!~ l 2 / l !AP22s21T~0!

1
l 2

r 3
e@~x21!/«#~ l 2 / l !AP22s21T~0!G

2
r t

l 2
cosb2~u t

~0!1«u t
~1!!~x21!, (86)

w3;w3
c5«2S l

l 3
D 2 1

P32s21T~0! F2
l 3

r 3
1S l 3

r 3
2

l 3

r 1
D x

1
l 3

r 3
e2~x/«!~ l 3 / l !AP32s21T~0!

1
l 3

r 1
e@~x21!/«#~ l 3 / l !AP32s21T~0!G . (87)

Substitution of Eqs.~60!, ~61!, ~85!, and~86! into the tensioner
arm Eq.~44! gives the following conditions corresponding to th
«0 and«1 terms, respectively:

~2s21T~0!!~sinb12sinb2!2Fks1
r t

l 1
cos2 b1~P12s21T~0!!

1
r t

l 2
cos2 b2~P22s21T~0!!Gu t

~0!50, (88)

T~1!~sinb12sinb2!2Fks1
r t

l 1
cos2 b1~P12s21T~0!!

1
r t

l 2
cos2 b2~P22s21T~0!!Gu t

~1!

2S r t

l 1
cos2 b11

r t

l 2
cos2 b2DT~1!u t

~0!50. (89)

Substitution of Eqs.~60!, ~61!, and~85!–~87! into Eq. ~41! yields
the «0 and«1 conditions

1

g

l 11 l 21 l 3

l
T~0!2

1

2 F l 1

l S r t

l 1
cosb1D 2

1
l 2

l S r t

l 2
cosb2D 2G

3~u t
~0!!21

r t

l
~sinb12sinb2!u t

~0!50, (90)

1

g

l 11 l 21 l 3

l
T~1!2F l 1

l S r t

l 1
cosb1D 2

1
l 2

l S r t

l 2
cosb2D 2G

3u t
~0!u t

~1!1
r t

l
~sinb12sinb2!u t

~1!50. (91)

Generally,T(0) and u t
(0) must be solved numerically from th

nonlinear algebraic Eqs.~88! and~90!. After solving forT(0) and
u t

(0) , higher-order terms can be calculated successively, like
T(1) andu t

(1) are obtained by solution of Eqs.~89! and~91! ~which
give T(1)5u t

(1)50). These values complete the leading-ord
composite span solutions of Eqs.~85!, ~86!, and ~87!. Represen-
tative agreement between analytical and numerical solutions
shown in Figs. 8–10, 12–13, and listed in Table 2.

Note if the bending stiffness vanishes, then the analytical
sults reduce to those for the string model. For example, accor
to Eq. ~87!, the deflection in span 3 is zero throughout the sp
Transactions of the ASME
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when « is zero; also see Eqs.~85! and ~86!. When the bending
stiffness approaches zero, no matter how small it is, bound
layers always exist at the ends of each span, although their th
ness and height are very small, as seen in Figs. 3 and 12.

Substitution of Eqs.~85!–~87! into the definitions of system
and span coupling indicator gives

G5(
i 51

3

G i;(
i 51

3
1

2

«

APi2s21T~0!

l

l i
F S l i

r si
D 2

1S l i

r ei
D 2G ,

(92)

wherer si andr ei are the radii of the two pulleys at the ends of t
ith span. Analytical and numerical solutions agree well as sho
in Figs. 8, 9, and 10. For general serpentine belt systems havin
spans, generalization of Eq.~92! gives

G;
1

2 (
i 51

n
«

APi2s21T~0!

l

l i
F S l i

r si
D 2

1S l i

r ei
D 2G . (93)

Note that from Eq.~93!, when the bending stiffness is zero~«50!,
thenG50. This corresponds to the string model where there is
equilibrium curvature.

From Eqs.~60! and ~61!, the leading-order tension and ten
sioner rotation approximations (T(0) andu t

(0)) are independent o
the belt bending stiffness«2, which means thatT(0) andu t

(0) are
determined by the string model of the serpentine belt drives.
string models, former researchers@6,16# have indicated that

T~0!'hs2, h5
dT

d~s2!
at s250, (94)

whereh is the tensioner effectiveness, as mentioned before. E
tions ~88! and ~90! lead to

h5
1

l 11 l 21 l 3

g
F P1S 1

l 1
cos2 b11

1

l 2
cos2 b2D1ks

~sinb12sinb2!2
G11

(95)

which corresponds to that defined in Ref.@6#.
Further comparison with numerical solutions shows that

above approximation is good for properly designed system,
the approximation becomes poor ifh is away from unity~Fig. 10!.
In such cases,T(0)'hs2 is no longer the dominant part ofT due
to the poor speed compensation ability of the tensioner, as m
tioned previously; bending stiffness significantly impacts tensi
For good approximation forh'0, more terms need to be inco
porated in Eqs.~60! and ~61! ~with no change in Eq.~62! for
approximation through«4). This leads to additional equations lik
Eqs. ~89! and ~91!. Approximation through«4 gives excellent
agreement with Fig. 11b whereh50.

Considering well-designed systems, substitution of Eq.~94!
into Eq. ~93! leads to

G;
1

2 (
i 51

n
«

APi2~12h!s2

l

l i
F S l i

r si
D 2

1S l i

r ei
D 2G . (96)

The simple relation~96! confirms the coupling indicator’s depen
dence on bending stiffness, tensions, and speed as shown b
numerical solution. The effect of speed is small due to the sm

Table 2 Comparison of approximate analytical and numerical
solutions. Case 1 parameters are those used in Fig. 12, and
Case 2 parameters are those used in Fig. 13.

ExactT ApproximateT Exactu t Approximateu t

Case 1 0.2828 0.2836 20.0106 20.0113
Case 2 0.6408 0.6417 20.0247 20.0255
Journal of Applied Mechanics
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coefficient 12h preceding it; the influence of speed would rise
h gets smaller. The effects of tensioner spring stiffnessks and
longitudinal belt stiffnessg are very small because their impact
felt only through the tensioner effectivenessh.

Equations~93! and ~96! reveal that the span-pulley vibratio
coupling is determined primarily by three factors: the system
ometry ~especially the ratios of the pulley radii to the spa
lengths!, the bending stiffness, and the span tensions. LargeG is
necessary for strong vibration coupling between the spans
pulleys; reducedG prevents pulley rotations from generating u
desirable span vibration. By tuning the system design variab
the degree of couplingG can be adjusted. The most effectiv
methods to reduce this coupling are:~1! decreasing the belt bend
ing stiffness,~2! increasing the span tensions, which are det
mined by the initial tensioner torque and the accessory torq
exerted on the pulleys, and~3! increasing the ratio between th
pulley radii and the span lengths. Higher bearing loads negativ
balance the benefits of higher span tensions. The increased
ing loads occur at all pulleys, even though the troublesome c
pling is typically concentrated at a single span. Increasing a pu
radius can be an effective, low cost solution to reduce a pract
span vibration problem where pulley rotations drive large sp
vibrations. This solution is localized to address only the probl
span vibration.

Summary and Conclusions
A model of a serpentine belt system including belt bend

stiffness is established and an equilibrium analysis is performe
numerically exact solution is presented to determine the span
tensioner equilibria. This requires a novel transformation of
governing equations to a standard ODE form readily accepted
general-purpose BVP solver codes. A closed-form analytical s
tion is also developed for the case of small bending stiffness u
singular perturbation. A coupling indicator~G! is defined based on
the equilibria to quantify the undesirable vibration coupling b
tween pulleys and spans. The perturbation solution analytic
exposes the effects of the design variables on the equilibria
coupling in terms of simple expressions. The major conclusi
include:

1. Belt bending stiffness and span tensions strongly influe
the equilibrium deflections and pulley-span coupling.

2. Speed has a much smaller effect on this coupling due to
automatic tension compensation ability of the tensioner
sembly when properly designed.

3. The effects of tensioner spring stiffness and longitudinal b
stiffness on equilibrium are small over a wide range of var
tion.

4. The vibration coupling between the pulleys and spans
determined mainly by the equilibrium span curvatures.
definedcoupling indicatorcaptures the magnitude of cou
pling for each span.

5. System geometry, especially the pulley radius to span len
ratios, significantly affects equilibria and coupling. This su
gests that an effective, low cost solution to troubleshoot c
pling problems is increasing the radii of pulleys that bou
the problem span.

Acknowledgments
The authors thank Mark IV Automotive/Dayco Corporation a

the National Science Foundation for support of this research.

Nomenclature

EA 5 longitudinal belt stiffness modulus
EI 5 bending stiffness
Ji 5 rotation inertia of pulleyi

M i 5 applied static torque on accessoryi
Pi 5 belt tension of spani in the reference state
SEPTEMBER 2003, Vol. 70 Õ 749
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P0 5 static tension in the reference state without
accessory torques

c 5 steady state belt speed
kr 5 tensioner spring stiffness
l i 5 length of belt spani
m 5 belt mass per unit length
r i 5 radius of pulleyi
ui 5 longitudinal displacement of spani
wi 5 transverse displacement of spani
u i 5 rotation of pulleyi
u t 5 rotation of the tensioner

u tr 5 tensioner arm rotation in the reference state
z1 , z2 , b1 , b2 5 alignment angles of tensioner~see Fig. 2!

M& S
( i ) , M& E

( i ) 5 end moments of spani
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The Application of Lagrange
Equations to Mechanical Systems
With Mass Explicitly Dependent
on Position
The derivation and application of the Lagrange equations of motion to systems with
varying explicitly with position are discussed. Two perspectives can be followed: sys
with a material type of source, attached to particles continuously gaining or losing m
and systems for which the variation of mass is of a nonlinear control volume type,
trespassing a control surface. This is the case if, for some theoretical or practical rea
a partition into subsystems is considered. An important class of problems in whic
extended Lagrange equations turn to be useful emerges from ‘‘hydromechanics,’’ w
ever a finite number of generalized coordinates can be used, under the concept
added mass tensor. A particular and interesting one is addressed in the present pape
classical hydrodynamic impact of a rigid body against a liquid free surface.
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1 Introduction
Variable-mass systems have been the focus of a large numb

problems in classical mechanics. As early as in 1857, Cayley@1#
discussed the problem of a chain being coiled up at a table. L
Civita @2#, in 1928, treated the motion of a variable mass po
body, in the two-body problem, introducing an extended form
Newton’s law. Such a form, however, is only valid if mass
gained or lost at null velocity with respect to an inertial frame
renewed interest in this subject emerged with the ‘‘rocket pr
lem,’’ now included in many textbooks. Another special class
problems, which has deserved consideration, relates to ‘‘teth
satellite systems.’’ Similar to the coiling chain problem such
class concerns the deploying or the retrieving of a cable from
into a body moving along it, see, e.g., Crellin et al.@3,4#. Specific
problems also related to cable systems, such as the lifting-c
problem, Cveticanin@5#, have been studied recently. The text
industry is another source of variable-mass systems problem
mechanics, Cveticanin@6–9#. All those applied research activitie
gave rise to the need of new theoretical investigations, as th
conducted in the 1990s by Cveticanin,@10–12# and even earlier,
in the 1980s, by Ge@13,14#.

The purpose of the present paper is to discuss some theore
aspects involved in the variable-mass systems dynamics, us
hidden behind many derivations. Particular emphasis is give
the case of systems where the variation of mass is an exp
function of position. The discussion is extended to ‘‘hydrom
chanics,’’ here meant as a class of problems involving poten
flows around bodies, whenever a finite number of generali
coordinates can be used as a proper representation of the m
under the concept of the added mass tensor. As added mass
ally depends on position of the body, explicitly, this may rend
incorrect the application of the usual Euler-Lagrange equation
motion to any isolated subsystem. A particular and interesting

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, April 2
2001; final revision, February 20, 2003. Associate Editor: N. C. Perkins. Discus
on the paper should be addressed to the Editor, Prof. Robert M. McMeeking, De
ment of Mechanical and Environmental Engineering University of California—Sa
Barbara, Santa Barbara, CA 93106-5070, and will be accepted until four months
final publication of the paper itself in the ASME JOURNAL OF APPLIED MECHAN-
ICS.
Copyright © 2Journal of Applied Mechanics
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is addressed in the present paper: the classical hydrodynamic
pact of a rigid body against the water free surface; see, e.g.,
robkin and Pukhnachov@15#, Cooker and Peregrine@16#, and Mo-
lin, Cointe, and Fontaine@17#.

2 Some Theoretical Considerations
Kinetic energy,T5T(qj ;q̇ j ;t), is, by definition, at least a bi-

linear form in generalized velocities,q̇ j , and also, in many cases
a function of the generalized coordinates,qj . However, physically
speaking, there is a rather large distinction between the kin
energy being anexplicit function of the kinematic state of the
system~generalized coordinates and velocities!, or else, anim-
plicit function of those, through a possible dependence of mas
the form mi5mi(qj ;q̇ j ;t). Whenever this is the case, the m
chanical system does not obey the usual form of the class
Euler-Lagrange equations

d

dt S ]T

]q̇ j
D2

]T

]qj
5Qj ,

unless nonconservative generalized forces associated to flux
mass are already considered included inQj , as those usually re-
ferred to as Metchersky’s reactive forces, see, e.g., Cvetica
@10#. Otherwise, the derived equations of motion will take an
roneous form. It could be argued that the usual Euler-Lagrange~or
simply Lagrange! equations would be suitable to the case f
which m5m(t), mass varying solely as an explicit function o
time. This is true, however, only if mass is gained or lost at z
velocity with respect to an inertial frame of reference, in a ‘‘co
tinuous impact manner,’’ as assumed by Agostinelli@18# ~p. 257!,
who concluded being the Lagrange equations invariant for ho
nomic variable-mass systems. In that particular work, Le
Civita’s special form of momentum equationdp/dt5f was used,
with no reference to any reactive force, proportional to the vel
ity of the particle that is being expelled from or incorporated
the system.

The reason for these subtle distinctions, concerning how m
changes, if as anexplicit or an implicit function of time, will be
shown next. The answer hides behind the derivation of the m
general form of the Lagrange equations, as presented, e.g
Cveticanin@10#. We point out that, in systems with mass explicit
dependent on position, a naive application of the usual Lagra
equations, without any special consideration on generali

,
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after
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forces, leads to equations of motions which lack terms of the fo
(1/2)(]m/]q)q̇2. For instance, a nonproper application
Lagrange equation to the hydrodynamic impact problem lead
an erroneous term of the form (1/2)(dMa /dZ)W2, beingMa the
instantaneous added mass,Z the penetration of the impacting bod
into the initially quiescent free surface, andW the downward ver-
tical velocity of the body.

We now proceed, deriving the ‘‘extended’’ Lagrange equatio
in Secs. 3 and 4. In Sec. 5, we present two didactic examples~i!
the reel problem;~ii ! the free-surface impact problem.

3 The Classical Lagrange Equations
Consider a system ofN particles of massmi . Let Pi be the

corresponding position in a given inertial frame of reference a
pi5mivi the momentum. By extending Levi-Civita’s form o
Newton’s law to cases when mass is gained or lost with no
velocity, D’Alembert’s principle can be written

(
i

S dpi

dt
2Fi D •dPi50, (1)

where

Fi5f i1hi , (2)

f i being the sum of all active forces acting onPi , and

hi5ṁivoi (3)

is a reactive force, proportional to the rate of variation of ma
with respect to time and to the velocityvoi of the expelled~or
gained! mass. Note that the reactive force known as Metchersk
force, in the Russian technical literature, is usually written
function of relative velocities, in the form

Fi5ṁi~voi2vi !5hi2ṁivi . (4)

Under this latter interpretation, the extended D’Alembert’s Pr
ciple, Eq.~1!, would be equivalently written~see, e.g., Cveticanin
@10#!

(
i

S mi

dvi

dt
2~ f i1Fi ! D •dPi50. (18)

Consider virtual displacementsdPi , and aM set of generalized
coordinatesqj ~for simplicity, the system is considered holo
nomic! such that

dPi5(
j

]Pi

]qj
•dqj . (5)

The velocitiesvi5vi(qj ;q̇ j ;t); j 51, . . . ,M are, as usual, consid
ered as functions of generalized coordinates and derivatives
well of time t. The following common and straightforwardly de
rivable kinematic relations, which can be found in any good te
book in classical mechanics~see, e.g., Targ@19#, p. 508!, will be
used as well:

]vi

]qj
5

d

dt S ]Pi

]qj
D , (6)

]vi

]q̇ j
5

]Pi

]qj
, (7)

and

dvi

dt
•

]Pi

]qj
5

d

dt S 1

2

]vi
2

]q̇ j
D 2

]

]qj
S 1

2
vi

2D . (8)

We also define the generalized, nonconservative force, which
ready includes the reactive forcehi5ṁivoi , as

Qj5(
i

Fi•
]Pi

]qj
5(

i
~ f i1hi !•

]Pi

]qj
. (9)
752 Õ Vol. 70, SEPTEMBER 2003
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3.1 The Simplest Case of Systems of Particles with Con
stant Mass. Usually, for systems of constant mass, the kine
energyTi51/2mivi

2 of a given particlePi is, apart from the mass
mi , identified in both terms of Eq.~8!, such that

mi

dvi

dt
•

]Pi

]qj
5

d

dt S 1

2

]mivi
2

]q̇ j
D 2

]

]qj
S 1

2
mivi

2D5
d

dt S ]Ti

]q̇ j
D2

]Ti

]qj
.

(10)

Observing that, in this simplest case,dmi /dt50, such that
dpi /dt5mi(dvi /dt), substituting Eqs.~5! and ~10! in the ex-
tended D’Alembert principle~1!, and observing that the genera
ized forcesQj reduce, from Eq.~9!, to the usual form,

Qj5(
i

f i•
]Pi

]qj
, (11)

one easily obtains the usual Lagrange equations

d

dt

]T

]q̇ j
2

]T

]qj
5Qj ; j 51, . . . ,M , (12)

for a system where all particles have invariant mass.

3.2 Systems of Particles with Mass as Explicit Function of
Time miÄmi„t…. Before entering the more general case, whe
mi5mi(qj ;q̇ j ;t), it is also instructive to consider the case whe
mass is solely an explicit function of time,mi5mi(t).
D’Alembert’s principle reads

(
i

S dpi

dt
2~ f i1hi ! D •dPi5(

j
(

i
S mi

dvi

dt
1

dmi

dt
vi2~ f i1hi ! D

•

]Pi

]qj
dqj50. (13)

Integrating by parts, the first term transforms as follows:

mi

dvi

dt
•

]Pi

]qj
5

d

dt S 1

2
mi

]vi
2

]q̇ j
D 2

dmi

dt S 1

2

]vi
2

]q̇ j
D 2

]

]qj
S 1

2
mivi

2D
5

d

dt S 1

2

]mivi
2

]q̇ j
D 2

dmi

dt H ]

]q̇ j
F ]

]mi
S 1

2
mivi

2D G J
2

]

]qj
S 1

2
mivi

2D
5

d

dt S ]Ti

]q̇ j
D2

dmi

dt F ]

]q̇ j
S ]Ti

]mi
D G2

]Ti

]qj
. (14)

Observing Eq.~7!, the second term in Eq.~13! transforms as

dmi

dt
vi•

]Pi

]qj
5

dmi

dt
vi•

]vi

]q̇ j
5

1

2

dmi

dt

]vi
2

]q̇ j
5

dmi

dt F ]

]q̇ j
S ]Ti

]mi
D G .
(15)

This latter expression is the most general~and concise! form for
the parcel that depends on the variation of mass in the momen
time derivative. Note that this form is exactly the opposite of t
second term appearing on the right-hand side of Eq.~14!.

They cancel each other when Eqs.~14! and~15! are substituted
into Eq.~13!, leading to a equation of motion which has the sam
form as Eq.~12!, with the generalized forces given by Eq.~9!.
This is a very subtle step which can explain why a system
particles with variable mass, but given solely as an explicit fu
tion of time, mi5mi(t), obey the same form of Euler-Lagrang
equations that govern a system of particles of invariant mass.
is essentially Agostinelli’s@15# result ~p. 257!, now having the
generalized forces extended according to Eq.~9!, by including the
reactive forces defined by Eq.~3!.
Transactions of the ASME
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4 The Lagrange Equations for Systems of Particles
with Variable Mass as Function of Time, Generalized
Coordinates and Velocities,miÄmi„qj ; q̇j ; t…

As before, use is made of the extended D’Alembert principle
the form ~13! besides Eqs.~6!–~9!. In this general case the firs
term in Eq.~13! is given as

mi

]vi

dt
•

]Pi

]qj
5

d

dt S 1

2
mi

]vi
2

]q̇ j
D 2

1

2

dmi

dt S ]vi
2

]q̇ j
D 2

]

]qj
S 1

2
mivi

2D
1

1

2

]mi

]qj
~vi

2!

5
d

dt S 1

2

]mivi
2

]q̇ j
D 2

1

2

d

dt S ]mi

]q̇ j
D vi

22
1

2

dmi

dt S ]vi
2

]q̇ j
D

2
]

]qj
S 1

2
mivi

2D1
1

2

]mi

]qj
~vi

2!

5
d

dt S ]Ti

]q̇ j
D2

1

2

d

dt S ]mi

]q̇ j
D vi

22
dmi

dt F ]

]q̇ j
S ]Ti

]mi
D G

2
]Ti

]qj
1

1

2

]mi

]qj
~vi

2!. (16)

This is the most general form for the parcel that depends on
acceleration in the momentum time derivative. Taking both m
general forms, Eqs.~15! and ~16!, and substituting in Eq.~13!,
with the generalized forces given by Eq.~9!, one finally obtains1

d

dt

]T

]q̇ j
2

]T

]qj
5Qj1(

i
H 1

2

d

dt S ]mi

]q̇ j
~vi !

2D2
1

2

]mi

]qj
~vi !

2J ;

j 51, . . . ,M . (17)

These are the dynamic equations for a system of particles
variable mass in the formmi5mi(qj ;q̇ j ;t). The last two terms
can be interpreted as additional parcels of momentum time r
caused by the changes in mass with position and velocities. A
natively, they could be interpreted as additional~nonconservative!
‘‘equivalent generalized forces’’ that take into account the var
tion of mass of each particle in the system. By properly definin
nonconservative generalized forceQ̂j , Eq. ~17! can finally be
written in the simplest~and usual! form,

d

dt

]T

]q̇ j
2

]T

]qj
5Q̂j ; j 51, . . . ,M ,

Q̂j5(
i

~ f i1ṁivoi!•
]Pi

]qj

1(
i

H 1

2

d

dt S ]mi

]q̇ j
~vi !

2D2
1

2

]mi

]qj
~vi !

2J . (18)

Moreover, if the active forcesf i are split into

f i5f i
c1f i

nc , (19)

f i
c being conservative andf i

nc nonconservative parcels, respe
tively, such that

(
i

f i
c
•dPi52(

j

]V

]qj
dqj , (20)

V being the usual potential-energy function, Eq.~18! can be writ-
ten in the convenient form,

1Recall thatvi5vi(qj ;q̇ j ;t); j 51, . . . ,M .
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d

dt

]L

]q̇ j
2

]L

]qj
5Q̂j

nc ; j 51, . . . ,M ,

Q̂j
nc5(

i
~ f i

nc1ṁivoi!•
]Pi

]qj

1(
i

H 1

2

d

dt S ]mi

]q̇ j
~vi !

2D2
1

2

]mi

]qj
~vi !

2J , (21)

whereL5T2V is the Lagrangian function. As a matter of fac
problems in classical mechanics where mass is an explicit fu
tion of velocities are hard to conceive, to say the least.2 Therefore,
if just position dependence is considered, we obtain

d

dt

]L

]q̇ j
2

]L

]qj
5Q̂j

nc ; j 51, . . . ,M ,

Q̂j
nc5(

i
~ f i

nc1ṁivoi!•
]Pi

]qj
2(

i
H 1

2

]mi

]qj
~vi !

2J . (22)

Equation~22! can be verified to agree with the derivation pr
vided by Cveticanin@10#, for the practical case where mass
solely dependent on generalized coordinates~not in velocities!. It
must be observed that the first term appearing in Cveticanin’s
~8! is exactly our term given by Eq.~15!. In the present derivation
the Mertchersky’s reactive force has been split in the formF i
5ṁi(voi2vi)5hi2ṁivi , such that the term given by Eq.~15!
ends to be cancelled out, as observed before, turning the fina
~22! somewhat simpler in form.

5 Two Didactic and Illustrative Examples

5.1 A Very Simple Example in Mechanical Engineering:
The Deploying of a Heavy Cable from a Reel. Consider the
classical and very simple problem of a heavy cable being
ployed from a reel by the action of gravity, as presented in Fig
This very well-known problemhas been elected with the onl
purpose of exemplifying how partition into subsystems might le
to an erroneous use of Euler-Lagrange equations. The reel
radiusR and moment of inertiaI O , around the axis of rotation

2Such cases are, however, the core of relativistic problems, see, e.g., Pars@20#,
Chap. XI, p. 190.

Fig. 1 Cable being deployed from a reel
SEPTEMBER 2003, Vol. 70 Õ 753
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Let m be the mass per unit of length of the cable, supposed n
extensible and infinitely flexible. Without loss of generality, letu
be the generalized coordinate, measured from horizontal such
at a given instantt, the cable suspended length isl S(u)5RQ. Let
alsoL be the total length of the cable such thatm5mL is the total
cable’s mass. For simplicity, we take the cable diameter to be v
small compared to the reel’s radius such that the winding pitc
also small and that all winding turns can be accommodated in
single winding layer. Let alsomS(u)5m l S(u)5mRu andmR(u)
5m2mS(u)5m(L2uR) be, respectively, the cable’s suspend
and wound masses.

Obviously, for this simple problem, the best and shortest wa
apply Lagrange equation is to consider the whole~invariant mass!
system. Kinetic energy is simplyT51/2(I O1mR2) u̇2. Accord-
ingly, potential energy isV521/2@mS(u)gRu#521/2mgR2u2.
A straightforward application of the usual Lagrange equat
d/dt(]L/]u̇)2]L/]u50 to this invariant mass system leads
the correct equation of motion (I O1mR2) ü2mgR2u50.

Suppose now that, for some practical reason, the analyst
cides to take a subsystem composed by the reel and by the w
part of the cable, considering the suspended part of the cable
second subsystem. Note that the suspended part of the cabl
be considered as a material point gaining mass at rateṁS(u)
5mRu̇, with velocity no5Ru̇. Let the active force bef (u)
5ms(u)g2t(u), t~u! being the traction at the upper section. A
plying the extended Levi-Civita form of Newton’s law to the su
pended part, we easily obtain (d/dt)@mS(u)Ru̇ #5ms(u)g2t(u)
1ṁS(u)Ru̇. Hence the tension force applied by the wound par
the suspended part of the cable is simplyt(u)5mRu(g2Rü).

Now let I 15I O1mR(u)R25I O1mR2(L2Ru) be the moment
of inertia of the first (reel1wound part of the cable! subsystem,
such that the corresponding kinetic energy is given byT1

51/2(I R) u̇251/2@ I O1mR(u)R2#u̇251/2@ I O1mR2(L2Ru)#u̇2.
Note that mass exits the wound part with velocityno5Ru̇ at a rate
ṁR(u)52mRu̇. If, erroneously, the Lagrange equation is applie
to the first subsystem in the form~12!, with Qu5@t(u)
1ṁR(u)Ru̇ #R, such that (d/dt)(]T1 /]u̇)2(]T1 /]u)5@t(u)
1ṁR(u)Ru̇ #R, the following and obviously incorrect equation o
motion is obtained: (I O1mR2) ü1(1/2)mR3u̇22mgR2u50.
Note the presence of an erroneous quadratic term in velo
namely, (1/2)mR3u̇2.

However, if the correct form of the Lagrange equation, giv
by Eq. ~18!, is applied to this variable mass sub-syste
with Q̂u5@t(u)1ṁR(u)Ru̇ #R2(1/2)(dmR /du)R2u̇2, i.e., such
that (d/dt)(]T1 /]u̇)2(]T1 /]u)5@t(u)1ṁR(u)Ru̇ #R2(1/2)
3(dmR /du)R2u̇2, the correct equation of motion, (I O1mR2) ü
2mgR2u50, previously derived when the whole system w
considered, is readily recovered.

5.2 The Impact of a Rigid Body Against the Water Free
Surface. It is usual practice to treat potential hydrodynam
problems involving motion of solid bodies within the frame
system dynamics. This is done whenever a finite number of g
eralized coordinates can be used as a proper representation f
motion of the whole fluid. We shall refer to this kind of approa
as ‘‘hydromechanical.’’ This is made possible through the int
duction of the well-known concept of the added mass tensor;
e.g., Newman@21# or Lamb @22#, where a thorough analysis i
presented on this subject. Particularly, art. 137 of Lamb’s opu
dedicated to the application of the Lagrangian formalism, en
aging to address problems where the fluid kinetic energy, tra
ferred from a moving body, depends on body’s position. This
for instance, the case of a body moving close to a solid barrie
this particular example, fluid kinetic energy varies according
the distance of the body from the barrier, and such a variation
be represented through the added mass tensor.

This would also be the case for the classical hydrodyna
impact problem of a rigid body against a free surface. In fa
754 Õ Vol. 70, SEPTEMBER 2003
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during the initial stage of impact, sprays~or jets! are formed,
relieving a very high field pressure that is formed around the bo
as shown in Fig. 2.

Nonetheless, as common in hydrodynamics, the analyst wo
probably split the whole body of fluid into two subsystems:~i! the
bulk of fluid, and~ii ! the fluid inside the jets. If this procedure i
followed, an exchanging flux of mass and energy clearly exi
between these two subsystems, through their common frontiers
that, even being the mass invariant for the whole material syst
it is not for the subsystems.

Within the hydromechanical approach, the present impact pr
lem can be consistently formulated under the Lagrangian form
ism. We take, for simplicity, a purely symmetric and vertical im
pact case of a body being dropped against a free surface
liquid, with infinite depth. The aim is to determine the impactin
force on the body, given its initial kinematic state. We take t
subsystem~i! ~the bulk of liquid!, recalling the added mass depen
dence on the position of the body. LetW be the impacting body
velocity, Z the body’s penetration into the water, measured fro
the initially quiescent free surface andMa

B5Ma
B(Z) the body’s

added mass, in the vertical direction. Consistently, the true ad
mass is defined in the bulk of the fluid subsystem~excluding the
jets!, at each instant of time, what is explicitly represented throu
the superscriptB for ‘‘bulk.’’ This is accomplished by taking into
account the so-called ‘‘wetted surface correction on added ma
caused by the marching of the jet root on the body’s surface. T
marching generates a geometric dependence of the kinetic en
on the generalized coordinateZ. Note that the generalized coordi
nateZ is an unknown function of the timet. At a given instantt,
the kinetic energyin the bulk of fluidis then written

T5
1

2
Ma

BW2,

Ma
B5Ma

B~Z!,

Z5E
01

t

Wdt. (23)

However, as already pointed out, considering just the bulk of fl
implies that a volume of control has been defined by cutting
jets out. An actual variation of mass should therefore be taken
account within the subsystem under consideration. The bulk
fluid loses mass and kinetic energy to the jets, through the jet ro
]C.

The correct ‘‘Lagrangian formalism’’ approach is therefore
apply Eq.~18!.3 Note that the pressure force is applied along t
interface formed by the bulk of fluid and the body; Fig. 2.2Fz

B

being the force applied on the bulk of fluid,4 this equation reads

2Fz
B52

d

dt S ]T

]WD1
]T

]Z
2

1

2

dMa
B

dZ
W222ṁnJ sina . (24)

3Buoyancy and gravitational effects are neglectable in the very starting of imp
when inertia forces are, by far, the dominant ones.

4The opposite sign of the force applied on the body by the fluid.

Fig. 2 The impact of a rigid body against a liquid free surface.
Jets or sprays are formed. ­c indicates the instantaneous po-
sition of jet’s root, across which there is a flux of kinetic energy
and mass.
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The fourth term corresponds to the reactive force,ṁ being the
flux of mass through the jets andnJ the absolute velocity of the
fluid particles at the jet root;a is the instantaneous angle of th
jets with respect to the horizontal. This equation transforms a

2Fz
B52

d

dt S ]T

]WD1
]T

]Z
2

1

2

dMa
B

dZ
W222ṁnJ sina

52
d

dt
~Ma

BW!1
1

2
W2

dMa
B

dZ
2

1

2

dMa
B

dZ
W222ṁnJ sina ,

so that

Fz
B52

d

dt
~Ma

BW!12ṁnJ sina , (25)

recovering an expected result, in accordance with Eq.~1!.
The way to calculate the instantaneous added mass, the flu

mass, the velocitynJ at the jet root,]C ~as well as the velocitynR
of the jet root itself!, can be found, e.g., in Faltinsen and Zh
@23#, and Cointe and Armand@24#. It is also crucial to mention a
neat conclusion drawn, in two independent papers, by Korob
and Pukhnachov@15# and by Molin et al.@17#: half of the kinetic
energy is transferred to the jets and half to the bulk of the flu.

As a matter of fact, the analysis by Molin et al.@17#, after an
asymptotic analysis by Cointe and Armand@24# on the particular
and important case of a circular cylinder of radiusR, proved that,
«5AWt/R being a small parameter—or, in other words, within
short scale of time—the thickness of the jet root is of orderdJ

5O(«3pR/4) and the velocity at the jet root is of ordernJ

5O(«21W). It then follows that mass flux through the jets is
orderṁ5O(«2prRLW/2) and so,ṁnJ5O(«prRLW2/2), L be-
ing the cylinder’s length (L/R@1). Hence, the vertical force ap
plied by the jets on the bulk of fluid is of orde
O(«prRLW2 sina). Contrarily, the energy flux is of orderG
5O(prRLW3) and (d/dt)(Ma

BW)5O(«22prRLW2). There-
fore the impact force on the body, for this case, could be writ

Fz
B52

d

dt
~Ma

BW!. (26)

This derivation consistently recovers, up to third order, statem
as given in Faltinsen and Zhao@23#, such thatFz52(d/dt)
3(Ma

BW).
On the other hand, if ~see, e.g., Wu@25#! the third and fourth

terms appearing on the right-hand side of Eq.~24! were not con-
sidered at all, adifferent assertive would be obtained, according to
which Fz52Ma

B(dW/dt)2(1/2)W(dMa
B/dt).

This contradiction has been in fact recognized as a~apparent!
controversy, stating that important discrepancies would be
tained in impact forces calculations, if either integrating pressu
methods or energy approaches were used. It has been pointe
by a series of authors~e.g., Miloh @26#!, even as late as in 1998
Wu @25#. The explanation for such an apparent controversy
actually the one observed by Molin et al.@17#, here re-interpreted
from the point of view of analytical mechanics.

It should be mentioned that a generalization of the dyna
equations to continuum systems is not straightforward as it co
appear from this simple example. A rigorous treatment of Ham
ton principles in continuum mechanics can be found in Seli
and Whitham@27#. However, to the present date, and to the a
thor’s knowledge, no theoretical extension has been made con
ering the case of continuum systems with variable mass a
explicit function of coordinates~and velocities!.

6 Conclusions
A system of particles with mass varying explicitly with positio

~and velocity! does not obey the classical form of Lagrange eq
tions of motions. A general derivation has been provided, rec
ering, e.g., Cveticanin’s@10# result. Some simple examples we
Journal of Applied Mechanics
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given to exemplify the use of such a general equation. Applicat
to engineering problems is somewhat rare, however. In fact,
rather difficult to conceive practical applications in which mass
an explicit function of position~and, even more rare, of veloci
ties!.

Apart from classical problems such as the ‘‘rocket problem
‘‘tethered satellite systems,’’ ‘‘deployment of cables,’’ etc., goo
examples can be extracted from potential flows around bod
This is true whenever a finite number of generalized coordina
can be used as a proper representation for the position of
whole system. In such cases, partition into subsystems, toge
with proper definition of control volumes, is often mandato
Real losses of mass associated to fluxes of energy through pe
able surfaces are then likely to occur, rendering conceptually
correct the application of the usual Lagrange equations of mot

A particular example where this kind of treatment turns out
be puzzling is the classical problem concerning the hydrodyna
impact of a rigid body against a liquid surface. During the init
stage of impact, jets or sprays are formed along the intersec
between the body and the free surface. Ignoring energy
through the jets has been the cause of a~apparent! controversy, by
which pressure integration and energy methods would lead to
ferent expressions for the impacting force. According to Mo
et al.@17#, although flux of mass through the jets can be shown
be neglectable, the flux of kinetic energy is not. Half the kine
energy coming from the impacting body is transferred to the b
of the fluid and half is transferred to the jets. We believe that t
simple derivation, from the point of view of Lagrange equation
may contribute with the reasoning of the cited authors, even
phasizing the need of a consistent definition of the added-m
quantity.
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Approximate Model for a
Viscoelastic Oscillator
An oscillator where the restoring force is furnished by a viscoelastic bar and there
depends on the history of the motion is considered. The history-dependent force is
acterized by a relaxation modulus and a relaxation time. Assuming that the relax
time is small, an approximate model for the oscillator is derived. This model is
linearized for the study of small vibrations. It is shown that the viscoelastic force
addition to viscous damping, effects an apparent decrease in mass that modifie
natural frequency of the linear oscillator. The temperature dependence of the relax
time, and consequently the frequency shift, is studied.@DOI: 10.1115/1.1607355#
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1 Introduction
The application of viscoelastic materials in vibration dampi

and control is a subject of increasing interest. Examples of s
applications are found in vibration damping of flexible structu
such as beams, plates, shells, etc., where the viscoelastic ma
is made to vibrate with the structural member, for example, in
form of a layer attached to a beam or a plate~see, e.g.,@1–3#!.

It is common to model the dynamics of viscoelastic materia
especially in linear problems, through the use of complex mod
A more general model of viscoelastic materials is the mater
with-memory model. In this model the stress at a point in
material not only depends on the current state of deformation
also on the history of the deformation. Such materials are term
history type materials, or materials with memory, @4#. Examples
of history type materials include gum rubber, silicone gel, a
high polymer solutions.

When the relative deformations of the recent past are m
important than those further back in time in determining t
history-dependent force, the material is said to have ‘‘fad
memory.’’ A rigorous treatise on the properties of such mater
has been given by Coleman@5#.

In the simplest case where the history-type model is used
describe viscoelastic materials, the stress in the material is c
acterized by two material parameters: the relaxation timeg, which
determines the rate at which the influence of past states of s
on present stress diminishes with elapsed time, and the relax
modulusG0 , which determines the overall strength of the histo
dependence of the stress. More generally, history-type mate
may exhibit a spectrum of relaxation times that influence the
havior of the material simultaneously. In addition, the parame
g andG0 themselves may be sensitive to outside effects suc
change in temperature. This temperature dependence may le
undesirable changes in mechanical behavior in the case of un
trolled temperature variations. However, it also affords the te
nologically important possibility of ‘‘tuning’’ the viscoelastic pa
rameters to desired values through induced temperature cha
in a specific viscoelastic element.

In a previous paper,@6#, the properties of a linear oscillato
subject to history-type restoring forces that have elastic and d
pative parts was studied. It was shown that such forces give
linear oscillator force-amplification and resonance properties
are very different from those of a conventional oscillator w

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Mar. 2
2000; final revision, Apr. 24, 2003. Associate Editor: B. M. Moran. Discussion on
paper should be addressed to the Editor, Prof. Robert M. McMeeking, Departme
Mechanical and Environmental Engineering University of California–Santa Barb
Santa Barbara, CA 93106-5070, and will be accepted until four months after
publication of the paper itself in the ASME JOURNAL OF APPLIED MECHANICS.
Copyright © 2Journal of Applied Mechanics
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viscous damping. Thus, for example, the oscillator possesses
resonance frequencies in the range of variation for the relaxa
modulus. This property has since been used in the study of vi
tion absorbers with adaptable frequencies of operation~see@7,8#!.

A one degree-of-freedom oscillator where both the elastic
history-dependent dissipative forces are nonlinear was consid
in @9#. As in the case of the linear oscillator with history
dependent restoring forces, the resulting dynamical system
be studied in a three-dimensional phase space. The problem o
preservation of Hamiltonian orbits was addressed and the re
were used in a new method of measurement of the relaxation
and relaxation modulus for the viscoelastic material.

In the present paper, an oscillator that is subject to history-t
restoring forces is considered under the assumption that the re
ation timeg is small in comparison to a characteristic time of t
motion of the oscillator. Based on this assumption an approxim
model that gives the dissipative forces in an algebraic form, i.e
terms of the displacement and velocity, is derived. In this mo
the resulting dynamical system has a two-dimensional phase s
and is therefore simpler to analyze than the full history-depend
model. The approximate model studied in this paper is equiva
to what would be obtained in accordance to@10#, though the
method of approximation is slightly different.

The rest of this paper is organized as follows: In Section 2
full history-dependent model is introduced. The approxim
model, which allows for the study of the special case of sm
relaxation times, is studied in Section 3. Lastly, in Section 4,
dependence of the natural frequency of the oscillator on the re
ation timeg, the temperature dependence ofg, and the resulting
temperature dependence of the natural frequency is studied.

2 A One-Degree-of-Freedom Oscillator With Memory
Consider a one-degree-of-freedom oscillator in which the

storing force is furnished by a viscoelastic bar whose motion
restricted to be in the direction of motion of the oscillating ma
~Fig. 1!.

To describe the dynamics of the viscoelatic bar, letx5x(X,t)
denote the position at the present timet of a particle of the vis-
coelastic bar which is atX5x(X,0) in its undistorted natural stat
at time t50. Then the history of the motion is represented
x(X,t2s), ;s>0. If we now letF[]x/]X denote the deforma-
tion gradient, the relative deformation gradient history is given
F(X,t2s)/F(X,t), ;s>0. The relative history is then characte
ized by

Jt~X,t2s!5
@F~X,t2s!#2

@F~X,t !#2
21, ;s>0. (1)

The constitutive response function for determining the pres
value of the axial forcef (X,t) on the particleX in the viscoelastic
bar is assumed to be of the finite-linear form

0,
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f ~X,t !5 f̄ e~F~X,t !!1E
0

`

G~s!Jt~X,t2s!ds, (2)

where f̄ e(•) denotes the elastic response function andG(•) is the
viscoelastic relaxation kernel for the material.

Assuming that the motion of the viscoelastic bar is homog
neous, we write

x5x~X,t !5Xx̃~ t !. (3)

Then, the deformation gradientF(X,t)5]x(X,t)/]X5 x̃(t) is, in
fact, the homogeneous ‘‘stretch’’ of material filaments so that

f̄ e~F~X,t !!5 f̄ e~ x̃~ t !!, Jt~X,t2s!5
x̃2~ t2s!2 x̃2~ t !

x̃2~ t !
. (4)

We shall assume thatG(•) is given by the exponentially decayin
relaxation function

G~s![G0e2s/g, ;s>0, (5)

whereG0.0 and the relaxation timeg.0. If we letL0 denote the
referential length of the viscoelastic bar, then the dynamical eq
tion for the massm is

mẍ~L0 ,t !5p~ t !2 f ~L0 ,t !, (6)

which with ~1!, ~3!, and~4! can be rewritten as

mL0ẍ̃~ t !52 f̄ e~ x̃~ t !!1
G0

g E
0

`

e2s/g
x̃2~ t2s!2 x̃2~ t !

x̃2~ t !
ds

1P cosVt, (7)

where we have introduced the special forcing functionp(t)
5P cosVt.

It is convenient to rewrite~7! as a system of first-order ordinar
differential equations, and to do this we define the auxilia
function

z̃~ t !5E
0

`

e2s/g
x̃2~ t2s!2 x̃2~ t !

x̃2~ t !
ds. (8)

Then, it readily follows that~7! has the equivalent form

x8 ~ t !5h̃~ t !,

mL0h8 ~ t !52 f̄ e~ x̃~ t !!1
G0

g
z̃~ t !1P cosVt, (9)

z8 ~ t !52F1

g
1

2h̃~ t !

x̃~ t ! G z̃~ t !2g
2h̃~ t !

x̃~ t !
.

Clearly, an equilibrium point (x̃* ,h̃* ,z̃* ) for ~9! ~i.e., whenP
50) is given by (x̃* ,0,0), wherex̃* is any root of the equation
f̄ e( x̃* )50.

In order to bring the system~9! into a dimensionless form we
first introducet through

t5v0t, (10)

Fig. 1 Schematic diagram of a linear oscillator with history-
dependent forces
758 Õ Vol. 70, SEPTEMBER 2003
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wherev0 is the natural frequency of small oscillations about t
equilibrium pointx̃* of ~9!, and is given by

v05A k

mL0
, (11)

with

k5
d f̄e~ x̃* !

dx̃
.0. (12)

Now, let j̃(t) such thatx̃(t)5 x̃* 1 j̃(t), and introduce

j~t![j̃S t

v0
D , h~t![

1

v0
h̃S t

v0
D , z~t![z̃S t

v0
D . (13)

Then,~9! will take the form

dj~t!

dt
5h~t!,

dh~t!

dt
52 f ~j~t!!1F0z~t!1p cosvt, (14)

dz~t!

dt
52F 1

«n
1

2h~t!

x̃* 1j~t!Gz~t!2
2h~t!

x̃* 1j~t!
,

where

f ~j!5
f̄ e~ x̃* 1j!

k
, F05

G0

k
, p5

P

k
«n5gv0 (15)

and

v5
V

v0
. (16)

We assume that 0<«!1 and thatn is O~1! thus that the relaxation
time is small. The other parametersp andF0 are assumed to be
O(1). In what follows, we derive a second-order approximatio
of ~15!, i.e., one that is accurate toO~«!, but that is in the simpler
form of a single second-order differential equation. The main p
pose of this analysis is to describe the dynamics of the sys
in terms of the well-known behavior of the linear harmon
oscillator.

3 A Second-Order Approximation
As is customary in regular perturbation theory~see, e.g.,@11#!,

we begin by expandingz~t! in an asymptotic series in power
of «:

z~t!5z0~t!1«z1~t!1«2z2~t!1O~«3!. (17)

Substituting this expression into the third equation of~14! and
collecting terms of the same order in« gives

«0: z0~t!50, (18)

«1: z1~t!522n
h~t!

x̃* 1j~t!
, (19)

«2: ż1~t!52
1

n
z2~t!22

h~t!z1~t!

x̃* 1j~t!
. (20)

Now, using~19! in ~20! and solving forz2(t), we have

z2~t!5
2n2

x̃* 1j~t! S ḣ~t!1
h~t!2

x̃* 1j~t! D . (21)

We can therefore write

z~t!522«n
h~t!

x̃* 1j~t!
1«2

2n2

x̃* 1j~t! S ḣ~t!1
h~t!2

x̃* 1j~t! D .

(22)
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Fig. 2 Damped natural frequency of a viscoelastic oscillator as a function of the relax-
ation time: „a… second-order approximation „solid line …, „b… first-order approximation,
„dashed line …. F0Ä1, x̃ *Ä1.
a
This last expression may be substituted into the second equ
of ~14!, and results in

m~j~t!!j̈~t!52 f ~j~t!!22«nF0

h~t!

x̃* 1j~t!

12«2n2F0

h~t!2

~ x̃* 1j~t!!2
1p cosvt (23)
Mechanics
tionwhere

m~j~t!!512
2«2n2F0

x̃* 1j~t!
. (24)

3.1 The Linear Viscoelastic Oscillator. Assuming small
vibrations about the equilibrium positionj50 one can linearize
~23! to obtain the equation
Fig. 3 The variation of the normalized relaxation time with temperature
SEPTEMBER 2003, Vol. 70 Õ 759
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Fig. 4 The variation of the normalized damped natural frequency with temperature
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m0j̈~t !52j~t!22«n
F0

x̃*
h~t!1p cosvt, (25)

where

m05122«2n2
F0

x̃*
. (26)

Note that~25! has the form of the equation of motion for a
oscillator where the~scaled! mass ism0 , i.e., a mass that is
smaller than the physical mass of the oscillator. In the case w
F0 is large the ‘‘subtracted mass’’ in~24! and its effect on the
dynamics may be of significance.

Consider, for example, the damped natural frequency for
linear oscillator,vd . This is given by

vd5A 1

m0
2

1

m0
2 S «nF0

x̃* D 2

(27)

and therefore depends onm0 . Figure 2 showsvd as a function of
gv05«n ~solid line!. At gv0'0.4 the natural frequency has
maximum. This is where the tendency of the natural frequenc
increase due to the decrease of the effective massm0 is balanced
by its tendency to decrease due to the increasing damping.
comparison, the damped natural frequency of a damped lin
oscillator ~with no second-order effect of the subtracted mass! is
shown in the same figure~dashed line!. For both cases it is as
sumedF05 x̃* 51.

4 Concluding Remarks: Thermal Effects
Viscoelastic materials are important components in many

namical applications~including structural applications! where
their damping characteristics are put to use. It is therefore cru
to understand all aspects of the dynamics that they introduce
mechanical system. In this paper, it has been shown that in
case of small relaxation times and large relaxation moduli, a
nificant shift in the damped natural frequency of the system m
arise. The strong dependence of the relaxation time on temp
ture is a factor that makes this frequency shift of practi
importance.
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Consider, for example, polymers for which the William-Landa
Ferry formula~see, e.g.,@12,13#! gives

g~T!5g0ec~T!, c~T!5
2c1~T2Ts!

c21T2Ts
, (28)

where the material constantsc1 andc2 are positive and depend o
the reference temperatureTs , and whereg0 is the value ofg at
T5Ts . For rubbersc1 andc2 take on the values of approximatel
28.86 and 101.6, respectively, the reference temperatureTs lying
roughly in the range 200 K–300 K. Based on these values~with
Ts5250 K). Figure 3 shows the variation of the normalized rela
ation timeg/g0 with temperature. It is evident from the figure th
relatively small changes in temperature can result in signific
changes in the normalized relaxation time.

To estimate the corresponding change in damped natural
quency, we begin by noting that for any given temperature diff
enceT2Ts , the ratio of the scaled relaxation time to its corr
sponding value at the reference temperatureTs , i.e., the fraction
n/n0 , can be calculated using~28! simply by replacingg andg0
by «n and «n0 , respectively. Then, by making use of~27! the
damped natural frequency can be calculated for anyT2Ts . Fig-
ure 4 showsvd as a function ofT2Ts with the assumption tha
«n5«n050.5 atT5Ts5250 K.
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Flow Control Using Rotating
Cylinders: Effect of Gap
The flow past a bluff body can be controlled significantly by placing small rota
cylinders at appropriate locations. Computational results for control of Re5104 flow past
a circular cylinder are presented. Two control cylinders of one-twentieth the diamet
the main cylinder rotate at a rate such that their tip speed is five times the free-st
speed of the flow. Computations are carried out for various values of the gap betwee
main and control cylinders. A stabilized finite element method is utilized to solve
incompressible Navier-Stokes equations in the primitive variables formulation. A
value of one-tenth the diameter of the main cylinder is found to be close to the op
value. Compared to the flow past an isolated cylinder a very significant reduction in
drag and unsteady forces is observed for the flow with control.@DOI: 10.1115/1.1601250#
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1 Introduction
Various flow control techniques that result in reduction of dr

and unsteady forces have been suggested and tested in the
For example, the review article by Gad-el-Hak and Bushnell@1#
discusses some of them. One such method employed for se
tion control is the moving-surface boundary layer cont
~MSBC!. Rotating cylinder elements are employed to inject m
mentum into the already existing boundary layer.

Modi and his co-workers have applied MSBC to reduce d
and unsteady forces on bluff bodies, for example, Modi@2#, Modi
et al. @3,4#, and Munshi et al.@5,6#. The bluff bodies that they
have studied include flat plates at various angles of attack, rec
gular prisms,D sections, and tractor-trailer truck configuration
In all the cases, for high rotation rates of the control cylind
(Uc /U>4, whereUc is the tip speed of the control cylinder an
U is the free-stream speed of the flow! result in a narrowing of the
wake, delay of separation, and a significant reduction in the d
The method has also been demonstrated to reduce flow ind
vibrations. Another effort by Choi and Choi@7# utilizes a belt
mounted on a cylinder that moves due to the shear stress actin
the wall. Computations carried out at Re5100 indicate that up to
11% reduction in drag is obtained for a belt installed betwe
112.5 deg and 135 deg from the stagnation point. Another c
putational study by Park et al.@8# utilized a pair of blowing and
suction slots located at6110 deg from the leading edge stagn
tion point. Complete suppression is achieved for the Re560 flow.

The degree of flow control depends on various paramet
Some of them include the number of control cylinders, their
ameter relative to the characteristic dimension of the bluff body
interest, their speed of rotation and the gap between the bluff b
and the control cylinder~s!. The rotating control cylinders genera
circulation and inject momentum from the outer flow into t
wake of the main cylinder. It is expected that, if the gap betwe
the main and control cylinders is too large, even though the c
trol cylinders rotating at high speeds may generate enough c
lation, the effect on the main cylinders will be small. On the oth
hand, if the gap is too small, the control cylinders will not be a
to generate significant circulation to achieve good flow cont
Therefore the gap is an important parameter in obtaining the
timal performance of the flow control system.

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Augu
29, 2001; final revision, February 11, 2003. Associate Editor: T. E. Tezduyar.
cussion on the paper should be addressed to the Editor, Prof. Robert M. McMee
Department of Mechanical and Environmental Engineering University of Californ
Santa Barbara, Santa Barbara, CA 93106-5070, and will be accepted until
months after final publication of the paper itself in the ASME JOURNAL OFAPPLIED
MECHANICS.
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Some finite element simulations for flow control using rotati
cylinders have been presented by Mittal@9#. Computations were
reported for two values of the gap (50.01D and 0.075D) and for
Re5100 and 104. It was observed thatUc /U55 results in a
steady flow for Re5100. At Re5104, even though the flow re-
mains unsteady, the wake is highly organized and narrower c
pared to the one without control. In all the cases, a signific
reduction in the overall drag coefficient and the unsteady aero
namic forces acting on the body is observed. The effect of the
is found to be more critical for the Re5104 flows compared to that
at lower Reynolds numbers. It is found that the coefficient
power required for rotating the control cylinders is significant f
low Reynolds numbers but small for relatively higher Reyno
number (104) flows.

Flow past a translating and rotating cylinder is one of the m
vital components of the flow control technique being studied
the present work. A detailed investigation of the flow past
isolated spinning cylinder and a review of the work by other
searchers was presented by Mittal@9#. Their results show that for
rapidly spinning cylinders, the end conditions and the aspect r
of the cylinder have a significant effect on the flow. The en
condition corresponding to a no-slip wall results in loss of lift a
increase in drag owing to certain centrifugal instabilities. The
sults from two-dimensional computations approach those in th
dimensions when the aspect ratio of the cylinder is large. T
observation is in line with that of Tokumaru and Dimotakis@10#.
It was shown in an earlier study~@11#! that the two-dimensiona
~2D! flow is stable to 2D disturbances for large rotation rates. T
was established by computing flows past an eccentrically spinn
cylinder.

The present work is a sequel to that reported in our earlier w
~@9#!. Flow control past a circular cylinder using rotating contr
cylinders, of much smaller diameter, is studied numerically. T
rotation rate is fixed atUc /U55 and the Reynolds number of th
flow is 104. The effect of the gap between the main and cont
cylinders is investigated. The computations are restricted to
dimensions. These results are expected to simulate the situa
where the aspect ratios of the main and control cylinders are la
Detailed results, including time histories of the aerodynamic
efficients for forces acting on the bodies and power required,
presented.

Stabilized finite element formulations are utilized to solve t
viscous incompressible flow equations using primitive variabl
The large-scale equation systems that result from the finite
ment discretization of the flow problem are solved using iterat
solution techniques. The methods that are being used for the
merical simulations are well proven and have been used earlie
solve a variety of flow problems. Some of the applications can
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found in the articles by Mittal and Tezduyar@12#, Mittal and Ku-
mar @13#, and Mittal et al.@14#. The method has also been em
ployed by Mittal and Raghuvanshi@15# to investigate the effect o
placing a small stationary cylinder close to the main cylinder
was found that for certain locations of the control cylinder and
small Reynolds numbers the vortex shedding is comple
suppressed.

The outline of the rest of the article is as follows. We begin
giving the problem description along with a schematic of the fl
control device in Sec. 2. The SUPG~streamline-upwind/Petrov
Galerkin! and PSPG~pressure-stabilizing/Petrov-Galerkin! stabi-
lization techniques are employed to stabilize our computati
against spurious numerical oscillations and to enable us to
equal-order-interpolation velocity-pressure elements. Details
these techniques can be found in the article by Tezduyar e
@16#. In Sec. 3 computational results for flows involving the ma
and control cylinders are presented and discussed. Finally, a
concluding remarks are made in Sec. 4.

2 Problem Description
Figure 1 shows the schematic of the typical arrangement of

setup in the present work. Two control cylinders of diameterDc ,
each, are placed close to the main cylinder of diameterD. The
control cylinders are placed close to the shoulder of the m
cylinder. The line joining the centers of the three cylinders
normal to the free-stream flow. The upper cylinder rotates in
clockwise and the lower one in the anticlockwise direction. T
rotation rates of both the cylinders isV. The nondimensional ro-
tational rate is defined asa5Uc /U whereUc (5DcV/2) is the
tip speed of the rotating cylinders andU is the free-stream speed
All the results presented in this article are withD/Dc520 and
a55. The Reynolds number based on the diameter of the m
cylinder (D), free-stream velocity and the kinematic viscosity
the fluid is 104. The gap between the main and control cylinders
g, i.e., the distance between the centers of the main and co
cylinders isg1D/21Dc/2. The objective of the present study
to investigate the effect of gap on the control effectiveness.

Power is needed to sustain both the translational and rotati
motion of the main and control cylinders (CP5CP

Rot1CP
Trans).

The power coefficient for translatory motion,CP
Trans, is simply

the sum of the drag coefficients for the main and control cylinde
i.e., CP

Trans5CD11CD21CD3 . The subscript 1 is for the main
cylinder while 2 and 3 are for the two control cylinders. Th
power coefficient due to the rotary motion of the two cont
cylinders isCP

Rot5(CM11CM2)(D/Dc)(Uc /U). Here,CM is the
moment coefficient acting on the center of the cylinder. All t
results presented in this article are with respect to nondimensi
time t5Ut/D, wheret is the actual time.

3 Numerical Simulations
The cylinders reside in a rectangular domain whose upstr

and downstream boundaries are located at 8 and 30 cylinde
ameters, respectively, from the center of the main cylinder. T

Fig. 1 Description of the relative location of the main and con-
trol cylinders
Journal of Applied Mechanics
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upper and lower boundaries are placed at 8 diameters, each,
the center of the main cylinder. The no-slip condition is specifi
for the velocity on the surface of the cylinders and free-stre
values are assigned for the velocity at the upstream boundary
the downstream boundary, a Neumann-type boundary cond
for the velocity is specified that corresponds to zero viscous st
vector. On the upper and lower boundaries, the componen
velocity normal to and the component of stress vector along th
boundaries is prescribed zero value.

All the values for the lift and drag coefficients and the Strouh
number, reported in this article, have been nondimensional
with respect to the diameter of the main cylinder,D, and the
free-stream speed,U. The quantities with suffix ‘‘1’’ refer to the
main cylinder while the ones with ‘‘2’’ and ‘‘3’’ correspond to the
upper and lower control cylinders, respectively.

The computations presented in this article have been carried
without the use of a turbulence model even though the Re is la
enough for the wake to show significant turbulence. RANS~Rey-
nolds averaged Navier-Stokes! equations is not a good option fo
the present problem as the flows we are dealing with are in
ently unsteady and the turbulence model may interfere with
physics of the flow. Another option is to carry out large ed
simulation ~LES! by employing a subgrid scale model, for ex
ample, a Smagorinsky turbulence model. It has been shown
cently, by Akin et al.@17#, via test problems, that in most of th
flow domain the numerical viscosity generated by the SUPG
bilization, in terms of its maximum value in the flow direction,
much larger than the eddy viscosity due to a Smagorinsky tur
lence model. Similar observations have been made by Mittal
Moin @18# for large eddy simulation~LES! past a cylinder at Re
53900 using a higher order upwind-biased finite differen
schemes. The mean velocity profiles from computations with
without the subgrid scale model did not shown any signific
difference. However, the one-dimensional spectrum of velocity
a downstream location reveals that the numerical viscosity
moves substantial energy from the high wave number regime

3.1 The Finite Element Mesh. The flows that are being
computed here involve interaction of wakes of the main and c
trol cylinders. The disparity between the geometric scales of
cylinders is expected to result in vortical structures of wide
varying length scales. The value of Re based on the diamete
the control cylinders and free-stream speed is 500. The flow fo
rotation of the control cylinders is associated with vortex shedd
from the main as well as control cylinders. Details of the flow f
two values of gap can be seen in Mittal@9#. At high rotation rates
of the control cylinders, a thin region of high speed fluid is e
pected to surround each one of them. The boundary/shear la
for such flows are extremely thin. The finite element mesh utiliz
in the present study is fine enough to resolve all the details of
flow. A structured finite-element mesh is used close to the th
cylinders. An unstructured mesh is generated using the Delau
technique in the rest of the domain via an automatic mesh gen
tor. Mesh convergence studies have been carried out for these
problems to assess the adequacy of the resolution forg50.01D,
g50.075D, and 0.10D. With approximately twice the number o
grid points and one-half the time step, the two solutions do
show any appreciable difference except for a slight increase~less
than 2%! in the amplitude of the unsteady aerodynamic coe
cients with the refined mesh.

For example, for theg50.075D case, the computations begi
with a mesh consisting of 22,221 nodes and 43,558 triang
elements and a time step of 0.02. In the structured part of
mesh around the main cylinder there are 600 elements in the
cumferential and 8 in the radial direction. The radial thickness
the band of structured elements is 0.025D. The band of elements
around the control cylinders has a thickness of 0.0025D. It has
120 elements in the circumferential and 4 in the radial directi
The radial thickness of the elements close to the cylinders
SEPTEMBER 2003, Vol. 70 Õ 763



Fig. 2 ReÄ104 flow past main and control cylinders: stream function „left …, pressure „middle …, and magnitude of velocity
„right … fields at a time instant corresponding to the peak value of the lift coefficient for the main cylinder
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31024D. To check the effect of the time step and spatial reso
tion, the solution is projected on a finer mesh with 27,029 no
and 53,014 elements and computations are continued with a
duced time step of 0.01. The mesh with larger number of node
similar to the other one except for more refinement close to
control cylinders and the gap. In the regions close to the con
cylinder it is, approximately, twice as refined as the earlier o
764 Õ Vol. 70, SEPTEMBER 2003
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This mesh has 200 elements in the circumferential and 8 in
radial direction in the annulus consisting of the structured par
the mesh around the control cylinders. The first element thickn
in this case, is 531025D. The solutions computed on the tw
meshes do not show any appreciable difference except for a s
increase~less than 2%! in the amplitude of the unsteady aerod
namic coefficients with the refined mesh.
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The g50.10D case was initially computed with a mesh wi
28,323 nodes and 55,602 elements. The time step used was 0
This mesh has 600 elements in the the circumferential and 8 in
radial direction. The radial thickness of the elements close to
cylinders is 131024D. The solution is projected on a finer mes
with 38,093 nodes and 75,142 elements and computations co
ued. Less than 1% difference was observed in the solutions f
the two meshes.

The solution for the single cylinder~no control cylinders! was
computed using a mesh with 47,011 nodes and 93,574 elem
The structured part of the mesh~an annulus of radial thicknes
0.05D) consists of 400 elements in the the circumferential and
in the radial direction. The radial thickness of the elements cl
to the cylinder is 131024D.

3.2 Flow Field for Various Values of Gap. Figure 2 shows
the streamlines, pressure and velocity magnitude for various
ues of gap between the main and control cylinders. The pictu
are taken at a time instant that corresponds to the peak valu
the lift coefficient for the main cylinder. The solution for a sing
cylinder is also shown in the same figure. The flow past a sin
cylinder separates quite early resulting in a wake with large lat
width. This is expected for a subcritical flow. From Fig. 2, it
observed that the instantaneous flow shows an upward bias o
flow. This has been observed by other researchers in the pa
well. Behr @19# reports that for Re52000 and larger, the vortex
street oscillates about the centerline of the domain. The effec
this oscillation is also observed in the time histories of the lift a
drag coefficient. The basic vortex shedding frequency is mo
lated with a lower secondary frequency that is, approximately,
times the vortex shedding frequency. Our computations indic
that the time-averaged flow for several vortex shedding cyc
results in an almost symmetric flow. The time-averaged drag
efficient is 1.8, approximately. This is on the higher side compa
to the measurements from experiments. Computations were
carried out for Re53900 flow. The time-averaged drag coefficie
obtained for this flow is 1.79. This compares well with the resu
from Beaudean and Moin@20# who reported a value of 1.74 from
their two-dimensional computations. Three-dimensional comp
tions result in more realistic results. However, they require sign
cantly larger computational resources. In the presence of co
cylinders, the demand on computational resources is even hig
Therefore the present computations are restricted to
dimensions.

With the rotating control cylinders in place, the wake is mu
narrower and organized. In all the cases the control cylinders
associated with a set of closed streamlines near their surface
rotation of the control cylinders causes the streamlines close to
Journal of Applied Mechanics
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stagnation streamline for the main cylinder to go over the con
cylinders. The fluid that negotiates the control cylinders is giv
an increased momentum and is pumped into the wake of the m
cylinder. The flow pictures suggest thatg50.100D results in a
wake with the lowest unsteadiness.

The velocity profiles for the isolated cylinder and for vario
gaps are shown in Fig. 3. The profiles on the upper surface of
control cylinder are quite similar in all the cases. The flow acc
erates over the upper surface and achievesu/U;6 close to the

Fig. 3 ReÄ104 flow past main and control cylinders: variation
of the x component of velocity in the gap region and close to
the upper control cylinder at a time instant corresponding to
the peak value of the lift coefficient for the main cylinder
Fig. 4 ReÄ104 flow past main and control cylinders: variation of pressure coefficient on the sur-
face of main cylinder at a time instant corresponding to the peak value of the lift coefficient
SEPTEMBER 2003, Vol. 70 Õ 765



766 Õ
Fig. 5 ReÄ104 flow past main and control cylinders: the vorticity field and its close-up at a time instant
corresponding to the peak value of the lift coefficient for the main cylinder. Clockwise vorticity is in broken lines
while the counter clockwise vorticity is shown in solid lines.
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control cylinder. The flow in the gap is quite interesting. Exce
when the gap is large (g50.125D) the entire fluid in the gap
region is dragged by the rotating control cylinder. All the flu
particles have a velocity in the direction opposite that of the fr
Vol. 70, SEPTEMBER 2003
pt

d
e-

stream flow. Forg50.125D, except for a region close to th
control cylinders, the flow in the gap has a velocity in the fre
stream direction.

Shown in Fig. 4 is the variation of the pressure coefficient
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Fig. 6 ReÄ104 flow past main and control cylinders: time histories of the lift and drag
coefficients for the main cylinder
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the surface of main cylinder for various gaps. The variations
the isolated cylinder and that for the potential flow solution a
also shown. The departure of theCp plot from symmetry around
u50 deg is associated with a nonzero lift coefficient acting on
cylinder. The plots correspond to the time instant when the
coefficient of the main cylinder achieves its peak value. Theref
at this time instant, theCp distribution is expected to exhibit th
maximum asymmetry aboutu50 deg.

In general, a lower base pressure results in a larger drag c
ficient. The instantaneousCp distribution for a single cylinder is
quite unsymmetric aboutu50 deg. The base suction coefficie
(2Cp) for the viscous case has a less negative value compare
that for the potential flow solution. Therefore it is associated w
large mean drag and amplitude of lift coefficients. Theg
50.010D case restores the symmetry of theCp plot to a signifi-
cant extent and also increases the base pressure. Since the c
cylinders are fairly close to the main cylinders, the variation in
pressure distribution on their surfaces caused by the rotation is
by the main cylinder as well. This appears as sharp peaks
valleys near the shoulder of the main cylinder. As the gap is
creased the peaks in theCp variations due to the control cylinder
reduce. In addition, the solution shows increasing symmetry ab
u50 deg and a larger base pressure coefficient. Maximum b
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pressure is observed forg50.100D. Beyond this value of gap, the
base pressure starts decreasing again. Theg50.100D solution is
also the most symmetric one among all the cases. This sugg
that the g50.100D case results in very low lift and drag
coefficients.

The local peaks in theCp plots for the main cylinder, shown in
Fig. 4, can also be explained as follows. The rotation of the c
trol cylinders cause the surrounding fluid to be dragged along w
them. If the gap between the main and rotating control cylinder
too small, not all the fluid can pass through the gap. A part of t
high speed moving fluid impinges on the main cylinder, sligh
downstream of the gap, leading to a very high pressure an
certain cases, close to the stagnation value. This can also be
served very clearly in the plots for pressure field shown in Fig
The high pressure on the main cylinder due to this effect redu
as the gap increases and the affected region moves further d
stream. Beyond a certain value ofg not all the fluid in the gap
region moves in the direction of the control cylinders. Sligh
away from the control cylinders, the flow in the gap, has a vel
ity in the free-stream direction. This results in a qualitative chan
in the nature of flow. The wake of the control cylinder that im
pinges on the main cylinder, perhaps, becomes unstable leadi
unsteadiness.
SEPTEMBER 2003, Vol. 70 Õ 767
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Fig. 7 ReÄ104 flow past main and control cylinders: time histories of the lift and
drag coefficients for the upper control cylinder
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The vorticity fields for the various cases are shown in Fig. 5.
was observed earlier, the flows with rotating control cylinders
more organized compared to that past an isolated cylinder.
solution forg50.100D exhibits the lowest level of unsteadines
Among the cases studied, it appears to be the most optimal
value. For the small gap case (g50.010D) the upper control cyl-
inder generates counterclockwise vorticity around itself. T
boundary layer from the main cylinder is lifted off the surface a
is dragged by the control cylinder around it. High speed flow
injected into the wake of the main cylinder by the control cyli
ders. The efficiency of the control cylinders increases with
crease in gap. They drag lesser low momentum fluid from
main cylinder and deliver the high momentum fluid to the ma
cylinder closer to the shoulder region. However, beyond a cer
gap, the effectiveness of the control cylinders is reduced. As
be observed from the streamline plots in Fig. 2, in all the ca
except forg50.125D, the gap region is occupied by fluid tha
goes around the control cylinder. This is suggested by the clo
streamlines around the control cylinders. Forg50.125D, fluid
from the flow past the main cylinder is able to pass through
gap. This observation is also supported by the velocity profi
shown in Fig. 3. This flow has a significant impact on the n
wake of the rotating control cylinder that impinges on the m
cylinder. In fact, the flow pictures seem to suggest that the w
of the control cylinders is unstable for this value of the gap. T
view point is strengthened by the time histories of the force co
ficients on the cylinders as shown in Figs. 6 and 7. As a result,
control cylinder is not as effective as forg50.100D.

3.3 Aerodynamic Coefficients for Various Values of Gap.
Figures 6 and 7 show the time histories of the lift and drag co
ficients for the main and control cylinders for the various valu
of gap. Compared to flow past an isolated cylinder, flows w
rotating control cylinders result in a significant reduction in bo
mean drag and amplitude of unsteady force coefficients. The
with g50.100D results in the least value of mean drag and a
plitude of lift coefficient. Except forg50.125D, the frequency of
the time variation of the forces on the control cylinders matc
that on the main cylinder. Forg50.125D, the wake from the
control cylinders is unstable and time variations at higher frequ
cies are observed in the time histories of the force coefficie
The increase in gap results in an increase in the lift acting on
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control cylinders. This is in line with the observation that th
presence of main cylinder has a detrimental effect on the circ
tion generated by the rotating control cylinders.

An interesting observation from Fig. 7 is the generation
thrust by the control cylinders. A possible explanation is as f
lows. The oncoming flow, according to an observer placed on
control cylinder, is at a slight angle to the free-stream flow due
the presence of the main cylinder. Therefore the local lift vecto
slightly tilted with respect to the free-stream direction and t
effective drag coefficient~which is along the free-stream direc
tion! gets a contribution from this tilted lift vector. For large
rotation rates, when the lift on the control cylinder is large, t
drag component due to the tilt of the lift vector can become la
thereby resulting in a negative drag coefficient. Of course, po
is still needed to rotate the control cylinders to overcome
aerodynamic moment.

The variation of the Strouhal number, power requirements
rms value of the time variation of force coefficients are summ
rized in Figs. 8 and 9. The Strouhal number is based on the t

Fig. 8 ReÄ104 flow past main and control cylinders: variation
with gap of the rms values of the unsteady force coefficients
and Strouhal number
Transactions of the ASME
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variation of the lift coefficient acting on the main cylinder. Th
best flow control is achieved forg50.100D. The rotating control
cylinders cause an increase in the Strouhal number compare
that for an isolated cylinder. From the figure it appears that,
smaller the rms value of the force coefficients, the larger
Strouhal number. A number of researchers have suggested the
of ‘‘universal’’ Strouhal number where the characteristic length
the distance between the separation points of a bluff body~for
example, Griffin~1981! @21#, Roshko~1961! @22#!. Flow control
leads to narrowing of the wake and therefore if one uses the
inder diameter as the characteristic length, a large value of
Strouhal number is expected. Additionally, the case with optim
gap is associated with the narrowest wake and should there
exhibit the largest value of Strouhal number.

The total power coefficient, shown in Fig. 9, includes the co
tributions from drag on all three cylinders and moment acting
the two control cylinders. The power input required for the ro
tion of the two cylinders increases with gap. It is expected t
beyond a certain gap, for each cylinder, the power input sho
reach a constant value that corresponds to that required to sp
isolated cylinder. Close tog50.100D, the flow is very sensitive
to the gap. The rms values of the aerodynamic coefficients
Strouhal number show a sharp variation with gap in this regi
The power required for translation shows more variation with
gap as compared to the power needed to sustain the rotary mo
It is quite possible that for a certain value of gap close tog
50.100D the flow is steady. More simulations with finer varia
tions in the gap need to be carried out to investigate this poss
ity.

4 Concluding Remarks
Control of flow past a circular cylinder, using rotating cylind

elements, has been studied numerically. The Reynolds numb
set to 104 and the control cylinders rotate at a rate such that th
tip speed is five times the free-stream speed of the flow. The e
of the gap between the main and rotating cylinders has been
vestigated. Compared to the flow past an isolated cylinder
flow with rotating control cylinders results in more organiz
wake, lower unsteadiness and a significant reduction in the d
coefficient. This reduction in drag is caused by two effects
outlined below.

The control cylinders inject high speed fluid in the wake of t
main cylinder. This causes the flow to re-attach resulting in
higher base pressure, compared to that on a single cylinder.
increased base pressure on the main cylinder results in lower d
The rotary motion of the control cylinders is responsible for t
generation of lift. The presence of the main cylinders tilts the
vector slightly and results in thrust generation by the control c

Fig. 9 ReÄ104 flow past main and control cylinders: variation
with gap of the time averaged power coefficient
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inders. This causes a further reduction in the drag coefficien
would be interesting to study the effect of the angular location
the control cylinders. Perhaps, locating them towards the wi
ward side of the main cylinder may result in better control as
will increase the tilt of the lift vector leading to larger thrust.

The rotation of the control cylinders requires a power inp
This power requirement increases slightly with increase in g
However, the power to overcome the drag first reduces and
increases with gap. It is found that the gap is an important par
eter in the design of such control strategies. A value ofg
50.100D has been found to be close to optimal. It results in
very significant reduction in power savings~close to 70%!. Too
small a value of gap limits the circulation that the rotating cyli
ders generate. Very large values of gap result in the unsteadi
of the near wake of the control cylinder, thereby reducing th
effectiveness.

Such flow control is also quite effective in reducing flow
induced oscillations because it leads to a reduction in the unste
forces as well. It is expected that the actual power saving will
smaller than the values reported here. Three-dimensional eff
including those arising from the end wall effects, may reduce
control effectiveness.
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Helical Collapse of a Whirling Elastic
Rod Forced to Lie on a Cylinder

G. H. M. van der Heijden
Center for Nonlinear Dynamics, University College
London, London WC1E 6BT, UK

W. B. Fraser
School of Mathematics and Statistics, The University of
Sydney, NSW 2006, Australia

1 Introduction
Whirling rods in a constrained environment are encountere

a variety of industrial applications, e.g., rotating drill strings co
fined to narrow boreholes in oilwell drilling~see, e.g.,@1,2# for
recent references! and in textile yarn manufacturing process
such as two-for-one twisting where the yarn is constrained b
cylindrical guide surface,@3#.

Most analytical studies on the buckling of drill strings ha
assumed continuous contact between the drill string and the b
hole wall. In fact, in most cases a helical shape for the drill str
is assumed,@2#. In previous work by one of us,@4#, continuous
contact was considered but no assumption on the shape of th
was made. An interesting feature found was the collapse of the
into a helical configuration at certain critical loads.

In this note we extend the analysis in@4# to allow for steady
motions of a periodically driven rod~i.e., the configuration of the
rod is stationary when viewed in a reference frame that rota
with a constant angular velocity!. As we shall be restricting ou
attention to unshearable linearly elastic rods of inextensible c
terline and uniform symmetrical cross section, we take this opp
tunity to present the formulation of the problem using the tra
tional notation of engineering structural mechanics, rather than
Cosserat formulation in@4#. We also explore the quasi-static
helical collapse of the rod more carefully as a function of t
physical parameters. Lastly, we point out that the so-called
anced ply solutions in recent studies of yarn twisting@5# and

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Jan.
2001, final revision, May 6, 2003. Associate Editor: N. Triantafyllidis.
Copyright © 2Journal of Applied Mechanics
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DNA supercoiling,@6–8#, are special solutions of a rod with cy
lindrical constraint and therefore occur naturally within our wid
formulation.

2 General Formulation
Let $i,j ,k% be the basis vectors of a right-handed orthonorm

coordinate system rotating with respect to an inertial frame w
constant angular velocityv aboutk which is pointing along the
axis of the cylinder. We also introduce the corresponding cylind
cal coordinates (r ,u,z) with basis vectors (er ,eu ,ez) given by

er5cosu i1sinu j ,

eu52sinu i1cosu j , (1)

ez5k.

The dimensionless equations for the rate of change of linear
angular momentum can then be written as~see@9# for details!

V2$D2R12k3DR1k3~kÃR!%5~TR81V!82Fer2mFeu ,
(2)

«2V2~DH1kÃH!5~QR81M !81R8ÃV2«mFk, (3)

where

Hds5
1

2
dsH v tR81

1

2
@R83~DR81kÃR8!#J

is the angular momentum vector~relative to the center of mass! of
the rod elementds at position vectorR(s,t). s denotes arclength
t time. T is the tension,V the shear force,Q the torque,M the
bending moment,D( )5]( )/]t with respect to the rotating refer
ence frame, ( )85]( )/]s, 2Fer the force per unit length of rod
that the cylinder exerts on the rod in the direction normal to
cylinder ~with F positive when this force is pointing inward!, and
m the coefficient of friction between the rod and the cylinder. No
that in the frictionless case the cylinder reaction force has on
component normal to the cylinder.v tR8 is the angular velocity of
the rod element about the rod axis.

To these equations we add the following constitutive and c
straint equations:

R8"R851, (4)

R8"V50, (5)

M5R8ÃR9, (6)

R8"er50, (7)

expressing, respectively, inextensibility, unshearability, line
elasticity in bending, and the cylindrical constraint.

2,
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Fig. 1 Phase-plane diagrams for the equivalent oscillator „16… subject to „19… for rÄ1, KÄ0.8
and „a… PÄPcÄ0.1683, „b… PÄ0.1322. Notice the saddle connection between the origin and the
nontrivial fixed point at fÄ0.4660 „26.70°… in „a….
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The Eqs.~2!–~7! have been made dimensionless with respec
the bending stiffnessB and mass densitym of the rod, the time
scale 1/v and an arbitrary characteristic length scaleL ~e.g., the
radius of the yarn package in unwinding or the radius of the c
ing in case of an oil drill pipe!. The dimensionless parametersV
ande are thus given by

V25
mv2L4

B
, e5

a

L
, (8)

wherea is the radius of the rod.
In the case of a steel drill pipe of radius 0.065 m rotating at

2 Hz in a casing of radius 0.45 m,V2'0.2 and«250.02 so that
it may be reasonable to neglect the rotary inertia terms relativ
the translational inertia terms. Dimensions quoted here are c
patible with the ranges of physical parameters given in@10#. In the
case of yarn twisting dynamics,«'1023, @3,9#.

3 Reduction of the Problem: The Equivalent
Oscillator

We now consider the steady-state problem so thatD( )[0, and
in the light of the above discussion we neglect the rotary iner
We assume that the force and moment loads at the remote en
the rod are applied in the direction of the axis of the cylind
though not necessarily coaxial. We also ignore friction~m50!.
Thus Eqs.~2! and ~3! reduce to

~TR81V!85~F2V2r !er5
..Ger , (9)

~QR8!81M 81R8ÃV50, (10)

whereG is the effective reaction force andr is now the constant
~dimensionless! radius of the cylinder. These equations can
simplified in several steps as follows. First form the scalar prod
of k with ~9! and integrate to arrive at

~TR81V!•k5P, (11)

whereP is the applied end force. Next take the scalar produc
R8 with ~10! to getQ850, implying that the twisting momentQ is
constant along the rod. An expression for the shear force is
tained by forming the vector product ofR8 with ~10! and using
~6!:

V5Q~R8ÃR9!2@~R9"R9!R81R-#. (12)

The formation of the scalar product ofR8 with ~9!, the use of
V8"R852V"R9 ~sinceV"R850! and~12! followed by integration
gives an expression for the tension
SEPTEMBER 2003
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T5T02
1

2
~R9"R9!, (13)

whereT0 , the integration constant, is a reference tension~taken at
one of the ends of the rod, for instance!.

Becauser is constant it follows from~1! that the position and
~unit! tangent vectors can be written as

R5r cosu i1r sinu j1zk,
(14)

R85ru8eu1z8k5sinfeu1cosfk,

wheref is the angle between the tangent of the rod and the axi
the cylinder. Substitution of~12!, ~13! and ~14! into ~11! gives

P5T0 cosf2
3

2 Fsin4f cosf

r 2
1f82 cosfG

2~cosf!91
Q sin3 f

r
. (15)

This equation can finally be integrated to arrive at an equiva
oscillator for the anglef which can be written as

1

2
f821V~f!5T0 , (16)

with the ‘‘potential energy’’V(f) given by

V~f!5P cosf1
K sinf

r
2

Q sinf cosf

r
2

sin4 f

2r 2
, (17)

whereK is the applied end moment. This result agrees with
derivation in@4#.

All physical quantities, such asP, T, V, and M can now be
expressed in terms of the anglef and its derivatives. A final
quantity that will be useful later is the effective reaction forceG
for which we have, from~9!,

G5~TR91V8!•er . (18)

4 Solutions and Helical Collapse

Fixed points of~16! are given by solutions ofV8(f)50 and
correspond to helical solutions with pitch anglep/22f and axial
wavelengthl given byl52pr /utanfu. By ~14!, the helix is right-
handed if 0,f,p/2 or 2p,f,2p/2, and left-handed ifp/2
,f,p or 2p/2,f,0; it is in tension if ufu,p/2, and in com-
pression ifp/2,ufu,p.
Transactions of the ASME
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Fig. 2 Load-deflection characteristic and evolution, under varying load P, of the localized
solution with initial fÌ0. There is a critical collapse load corresponding to a right-handed
tensile helix at PcÄ0.1683. The triangle indicates where the rod starts to go backwards on
the cylinder over some section of rod. This is soon followed by self-intersection, so the
dashed part of the curve, including the second critical load at PÄ0.5123, is nonphysical. D
is the dimensionless end shortening. „rÄ1, KÄ0.8.…
t

z

o

h

s

i

o

e

,
igh

ing

to

of
aint
ob-

u-

ym-
f the
yed
er
r as

infi-
or

as
arn
We shall only consider values of the integration constants
admit the straight rod~f[0! as a solution. This means that w
have to choose

Q5K. (19)

The origin is then a saddle ifP.0 ~straight rod in tension! and a
center ifP,0 ~straight rod in compression!.

Figure 1 shows two phase portraits for the oscillator~16!, sub-
ject to ~19!, taking r 51, K50.8. Generically, the origin has two
homoclinic orbits that connect the saddle to itself~as in Fig. 1~b!!.
These solutions correspond to asymptotically straight locali
solutions. At special values of the parameters, however, a~hetero-
clinic! connection may be formed between the origin and a n
trivial saddle~as in Fig. 1~a!!. Since this nontrivial saddle corre
sponds to a helix, these critical parameter values define load
which the rod collapses into a helix. This is illustrated by t
load-deflection diagram in Fig. 2 which shows the end shorten
D, defined by

D5E
2`

`

~12cosf~s!!ds, (20)

as a function of the applied load for one of the homoclinic orb
to the origin in Fig. 1~b!! ~the one withf.0!. As the critical load
Pc50.1683 is approached the rod coils up andD diverges. AtPc
the solution is a pure~infinite! helix.

In @4# it is shown that there are at most two critical collap
loads, one of which involves self-intersections. The physical c
lapse loadPc only exists for 0<rK<0.9648 and 1.9093<K/AP
<2, or, equivalently,

1.9093AP<K<min$0.9648/r ,2AP%. (21)

The anglef of the critical helix varies between 0 (K50) and
0.7320 (K50.9648). This means the helix is always right-hand
and in tension. Noncritical helices of course are less constra
in their characteristics.

G is constant along the central helical part of the solution a
changes rapidly in the transition to the straight terminal secti
whereG tends to zero. For a rod inside a cylinder, as in the d
string problem, wall contact will be maintained as long asF.0.
WhereF drops to zero the rod will lift off and the present mod
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ceases to be valid. In terms ofG the contact condition isG.

2mv2r , so the critical liftoff level is set by the centrifugal force
and contact can always be preserved by using a sufficiently h
driving frequencyv.

For a helical solution~18! and ~16! yield relatively simple ex-
pressions forG andP:

G5
sinf~12cosf!~sinf~11cosf!2rK !

r 3
, (22)

P5
2rK ~12cosf!12 sin2 f~rK 2sinf cosf!

r 2 sinf
. (23)

We consider three special cases:

1. the straight rod:f50, G50, P andK indeterminate.
2. the ~multicovered! ring: f5p/2, G5(12rK )/r 3, P5K/r .

So G drops to zero when the applied axial momentK pro-
vides the bending moment required to hold the rod in a r
of radiusr.

3. the free helix:G50, rK 5sinf(11cosf), P5(sin2 f)/r2.
These are well-known relations for a Kirchhoff rod bent in
a helix of radiusr ~see, e.g.,@11#!.

5 Discussion
Although our work does not give information on the stability

the solutions considered, the presence of the cylindrical constr
is expected to make a number of them stable and therefore
servable in practice~this was the experience with constrained E
ler buckling in @12#!.

The analysis can be extended to the case of a rod of nons
metric cross section. However, since one has to keep track o
orientation of the cross section a director formulation as emplo
in @4# is required which complicates matters. It is also no long
possible to reduce the system of equations to a planar oscillato
in Section 3. Instead, one gets so-called spatial chaos with
nitely many localized solutions including multipulse ones. F
more on this the reader is referred to@13#.

The work described in this note is relevant for ply solutions
have recently attracted a good deal of interest in studies of y
SEPTEMBER 2003, Vol. 70 Õ 773
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twisting, @5#, and DNA supercoiling,@6–8#. In its simplest form a
ply consists of two segments of rod in continuous contact alon
straight line, the ply axis. Thus a ply is a special case of a
~more precisely, a pair of rods! winding on a cylinder of radius
equal to the radius of the rod, one segment providing the requ
pressure forceG ~now negative!! to a 180° rotated copy of itself
Indeed,~16! is a generalization of Eq.~2.41! in @6# for a balanced
~i.e., unloaded! ply to the case of nonzero end loading. See@14#
for more on this.

References
@1# Tucker, R. W., and Wang, C., 1999, ‘‘An Integrated Model for Drill-Strin

Dynamics,’’ J. Sound Vib.,224, pp. 123–165.
@2# Huang, N. C., and Pattillo, P. D., 2000, ‘‘Helical Buckling of a Tube in a

Inclined Wellbore,’’ Int. J. Non-Linear Mech.,35, pp. 911–923.
@3# Fraser, W. B., 1993, ‘‘On the Dynamics of the Two-for-One Twister,’’ Proc.

Soc. London, Ser. A,447, pp. 409–425.
@4# van der Heijden, G. H. M., 2001, ‘‘The Static Deformation of a Twisted Elas

Rod Constrained to Lie on a Cylinder,’’ Proc. R. Soc. London, Ser. A,457, pp.
695–715.

@5# Fraser, W. B., and Stump, D. M., 1998, ‘‘The Equilibrium of the Convergen
Point in Two-Strand Yarn Plying,’’ Int. J. Solids Struct.,35, pp. 285–298.

@6# Coleman, B. D., and Swigon, D., 2000, ‘‘Theory of Supercoiled Elastic Rin
With Self-Contact and Its Application to DNA Plasmids,’’ J. Elast.,60, pp.
173–221.

@7# Stump, D. M., Fraser, W. B., and Gates, K. E., 1998, ‘‘The Writhing of C
cular Cross-Section Rods: Undersea Cables to DNA Supercoils,’’ Proc. R.
London, Ser. A,454, pp. 2123–2156.

@8# Stump, D. M., and Fraser, W. B., 2000, ‘‘Multiple Solutions for Writhed Rod
Implications for DNA Supercoiling,’’ Proc. R. Soc. London, Ser. A,456, pp.
455–467.

@9# Clark, J. D., Fraser, W. B., and Stump, D. M., 2001, ‘‘Modelling of Tension
Yarn Package Unwinding,’’ J. Eng. Math.,40, pp. 59–75.

@10# Jansen, J. D., 1991, ‘‘Non-Linear Rotor Dynamics as Applied to Oilwell Dr
string Vibrations,’’ J. Sound Vib.,147, 115–135.

@11# van der Heijden, G. H. M., and Thompson, J. M. T., 2000, ‘‘Helical a
Localised Buckling in Twisted Rods: A Unified Analysis of the Symmetr
Case,’’ Nonlinear Dyn.,21, pp. 71–99.

@12# Holmes, P., Domokos, G., Schmitt, J., and Szebere´nyi, I., 1999, ‘‘Constrained
Euler Buckling: An Interplay of Computation and Analysis,’’ Comput. Met
ods Appl. Mech. Eng.,170, pp. 175–207.

@13# van der Heijden, G. H. M., Champneys, A. R., and Thompson, J. M. T., 20
‘‘Spatially Complex Localisation in Twisted Elastic Rods Constrained to
Cylinder,’’ Int. J. Solids Struct.,39, pp. 1863–1883.

@14# Thompson, J. M. T., van der Heijden, G. H. M., and Neukirch, S., 20
‘‘Supercoiling of DNA Plasmids: Mechanics of the Generalized Ply,’’ Proc.
Soc. London, Ser. A,458, pp. 959–985.

Nonlinear Free Flexural Vibration of
Oval Rings

M. Ganapathi
Professor

B. P. Patel
Professor

D. P. Makhecha
Senior Research Fellow

Institute of Armament Technology, Deemed University,
Girinagar, Pune 411 025, Maharastra, India

In this article, the nonlinear free vibration characteristics o
isotropic oval rings are analyzed using a shear flexible cu
B-spline curved beam element. The amplitude-frequency relat
ships are estimated from the response history. the participatio
various modes in the total response is highlighted.
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1 Introduction
The nonlinear characteristics of the large-amplitude asymme

flexural vibrations of the isotropic thin circular/oval rings hav
been given little attention in the literature,@1#, compared to that of
beam and plate elements. The notable contributions are the w
of Evensen@2#, Dowell @3#, Sathyamoorthy and Pandalai@4#, and
Prathap and Pandalai@5#. In the work of Evensen@2# and
Sathyamoorthy and Pandalai@4#, the nature of nonlinear vibration
behavior is predicted based on the inextensionality assump
whereas such assumption is relaxed by Dowell@3# and Prathap
and Pandalai@5#. All these analyses are based on Galerkin te
nique with two-mode approximation. It is concluded in the wo
of Chen and Babcock@6# that analytical methods with assume
displacement fields, without proper judgement, may even qua
tively predict different type of nonlinear behavior. Numeric
methods such as finite element procedure may be preferred
the analytical methods in the sense that there is no need for
priori assumption of mode shapes and such analysis for rings
pears to be lacking in the literature. Furthermore, there is no
formation available in the existing literature on the participati
of various asymmetric modes while vibrating the oval ring at lar
amplitudes in a particular mode.

In the present paper, a shear flexible curved beam element u
cubic B-spline functions developed recently,@7#, is employed to
analyze the nonlinear free vibrations of isotropic oval rings. T
dynamic responses are obtained using Newmark’s integration
cedure coupled with Newton-Raphson iterations. The amplitu
frequency relationships are estimated from the response his
The amount of participation of various modes in the total respo
is evaluated using modal expansion approach.

2 Formulation
A curved beam is considered with the coordinatesx along the

axis of the beam andz along the thickness direction. The tange
tial and normal displacements (u,w) at a point (x,z) are ex-
pressed in terms of midplane displacementsuo andw, and inde-
pendent rotationu of the normal inxz-plane, as

u~x,z,t !5uo~x,t !~12z/r !2zw,x~x,t !

1 f ~z!@w,x~x,t !1u~x,t !#;

w~x,z,t !5w~x,t !, (1)

where t is the time and the radius of curvaturer is taken as
r o /@11z cos(2x/ro)# with z being ovality parameter;r o is the ra-
dius of a circle whose perimeter is equal to that of oval ring. T
function f (z), higher order in nature, is defined as@h/p sin(pz/h)#
and it avoids the use of any shear correction factor.

The strain-displacement relations, based on von Karman’s
sumption, are written as

«x5uo,x1w/r 2zw,xx1 f ~z!~w,xx1u ,x!

2zuo,x /r 1zuor ,x /r 21~1/2!w,x
2 ;

$«s%5 f ,z~w,xx1u ,x! (2)
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Fig. 1 Nonlinear amplitude frequency relationship for isotropic rings with r o ÕhÄ100
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where «x and «s are the in-plane normal and transverse sh
strains. The subscript comma denotes the partial derivative
respect to the spatial coordinate succeeding it.

The strain energy of the ring can be expressed in terms of
field variableuo , w, u, and their derivatives. The kinetic energ
includes the effect of in-plane and rotary inertia terms. The g
erning equations obtained using the Lagrange’s equation of
tion are solved based on finite element method,@7#. Using Eqs.~1!
Journal of Applied Mechanics
ar
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the
y
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and ~2! and following the procedure outlined in the work of R
jasekaran and Murray@8#, the finite element equations thus d
rived are

@M #$d̈%1@@K #1~1/2!@N1#1~1/3!@N2##$d%5$0%. (3)

Here,@K # and@M # are the linear stiffness and mass matrices;@N1#
and @N2# are nonlinear stiffness matrices, linearly and quadra
Fig. 2 Modal participation factors for circular ring †zÄ0, r o ÕhÄ100, n excited* Ä4‡
SEPTEMBER 2003, Vol. 70 Õ 775



Fig. 3 Modal participation factors for oval ring †zÄ0.5, r o ÕhÄ100‡. „A… n excited* Ä5 „SA Mode …; „B… n excited* Ä6 „SS Mode …; „C…

n excited* Ä6 „AA Mode ….
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cally dependent on the field variables;$d̈% and $d % are the ac-
celeration and displacement vectors, respectively. The resul
nonlinear Eq.~3! is solved for the dynamic response histories
varying the initial displacement vectors proportional to line
flexural modes.

3 Results and Discussion
Based on progressive mesh refinement, cubic B-spline sec

with q560 is found to be adequate in modeling the full ring. T
776 Õ Vol. 70, SEPTEMBER 2003
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frequency values obtained from the present formulation for lin
and nonlinear vibration of circular rings have been compared w
the analytical solutions,@5,9#, and excellent agreement was see
For the sake of brevity, such comparisons are not presented
The analysis of oval rings is carried out considering four differe
type of spatially fixed asymmetric modes such as~i! modes sym-
metric about both geometrical symmetry axes with even num
of circumferential waves (n) – SS,~ii ! modes antisymmetric abou
both axes with evenn– AA ~iii ! modes of oddn symmetric about
Transactions of the ASME
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0,
one and antisymmetric about other axis–SA and~iv! modes of
odd n antisymmetric about one and symmetric about ot
axis–AS.

In Fig. 1, the nonlinear frequency ratios obtained here for
rings ~z50 and 0.5! considering modes having differentn are
compared with those of the approximate analytical methods.
though the present results are fairly in close agreement with
available solutions, the difference in the results increases with
increase in the amplitudes of vibration. This discrepancy is att
uted to the limited number of terms retained for displacemen
the analytical models.

Next, the degree of participation of various natural modes~axi-
symmetric mode,n50; asymmetric modes dominated with no
mal deflection,nn ; and asymmetric modes dominated with ta
gential deflection,nt) in the total response, while exciting th
particular asymmetric mode, is examined in terms of modal p
ticipation factors~h!.

The responses of different modes are presented in Figs. 2 a
for the circular~z50! and oval rings~z50.5!. It is observed from
these figures that the amplitude of the total response of the rin
the outward direction is less than that of the inward direction. T
participation of contractional double frequency axisymmet
mode in asymmetric vibrations is brought out here, instead
presuming such mode in the analytical methods. In addition tn
50 mode, the participation of modes havingkn ~k is an integer;n
is the excited one! circumferential waves, is demonstrated in F
2 for the circular ring. However, it is revealed from Fig. 3 that, f
the oval case, the participation of asymmetric modes of differen
highly depends on the type of excited asymmetric mode. The
ticipation of all SS modes while exciting a particular SS mod
participation of all SS as well as AA modes while exciting a A
mode, and participation of all SS as well as SA modes wh
exciting a SA mode are brought out. The nature of the particip
ing lower SS modes (n,nexcited) is of contractional type wherea
higher participating SS modes (n.nexcited) have both contraction
and expansion phases. For other participating modes~AA and
SA!, irrespective ofn compared tonexcited, both contraction and
expansion phases are involved in their responses. In genera
response frequencies of participating modes withn,nexcited are
lower whereas it is higher for the participating modes withn
.nexcited while comparing with that of excited mode. Furthe
more, for the oval ring case, the contribution of lower asymme
modes (nn ,nt) is significant compared to that of the high
modes. However, the contribution ofnt modes is very less for
circular ring. It is hoped that the present study is very useful
the researchers while accurately modeling and analyzing
closed noncircular structures.
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Coincidence of Boobnov-Galerkin and
Closed-Form Solutions in an
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It is shown that the utilization of the Filonenko-Borodich set
functions, as the comparison functions in the Boobnov-Gale
method leads to the result that coincides with the closed-fo
solution for the clamped-clamped uniform beam under uniform
distributed load. It is hoped that this remarkable, direct coinc
dence could be used in graduate courses and books on mech
of solids @DOI: 10.1115/1.1598474#

1 Introduction
Since the germ of an idea in 1913 by Boobnov and the fi

paper by Galerkin@1# two years later, numerous investigators
various fields of engineering sciences adopted this techn
showing its unusual potential@2,3#. The Boobnov-Galerkin
method was proved to converge@4# for a large class of mechanica
problems to the exact solutions~@5–9#!; a pertinent description of
the method and actual applications have been reported in Ref@1#.
Moreover, the equivalence of the Boobnov-Galerkin a
Rayleigh-Ritz methods was shown by Singer@10# and several
other investigators. Elishakoff and Lee@11# demonstrated that, fo
the uniform beams, simply supported at both ends, the Boobn
Galerkin method and the Fourier series method lead to the id
tical solution. Note also that Galerkin@1# considered bending o
uniform beams clamped at both ends using the set of functio

Pj~x!512~21! j cos~2 j px/L !, (1)

wherePj (x) are comparison functions,L5length of the beam,j is
the serial number of the comparison function, andx5axial coor-
dinate measured from the mid-span of the beam. He summe
the series resulting from his method and showed that the res
coincided with the exact solution, obtainable by direct integrati
In this paper we address ourselves to the interrelation of
Boobnov-Galerkin method and the exact solution in the beam
flection problems. Namely we show the coincidence of these
methods for clamped-clamped boundary conditions, using an
ternative set of functions proposed by Filonenko-Borodich@12#.

2 Clamped-Clamped Beam Under Uniformly Distrib-
uted Load

Let us consider a clamped-clamped uniform beam under s
transverse loadq(x). The differential equation of the transvers
deflectionw(x) of the beam reads

EId4w~x!/dx45q~x! (2)

Contributed by the Applied Mechanics Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF APPLIED ME-
CHANICS. Manuscript received by the ASME Applied Mechanics Division, Oct. 3
2001; final revision, Nov. 8, 2002. Associate Editor: D. A. Siginer.
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with E and I, respectively, the modulus of elasticity, and the m
ment of inertia of the beam cross section with respect to the n
tral axis. The boundary conditions associated with the transv
displacementw(x) read

w~x!5dw~x!/dx at x50, x5L, (3)

L being the length of the beam. For the uniform transverse l
q(x)5q0 , displacementw(L/2) in the mid-span is given by the
well-known formula

w~L/2!5q0L4/384EI (4)

obtained by direct integration of Eq.~2! with attendant boundary
conditions in Eq.~3!.

The Boobnov-Galerkin solution of Eq.~2! is achieved by
choosing approximate solutionw̃n(x) in the series form:

w̃n~x!5(
j 50

n

Aj Pj~x!. (5)

Herein the comparison functionPj (x) is represented in the fol
lowing form:

P2 j~x!5cos~2 j px/L !2cos@2~ j 11!px/L#, (6)

P2 j 11~x!5cos@~2 j 11!px/L#2cos@~2 j 13!px/L#, (7)

where distinction has been made between symmetric~Eq. ~6!! and
asymmetric~Eq. ~7!! functionsPj (x) with respect to the mid-span
of the beam. The set of functionsPj (x), j 51,2, . . . int@n/2# con-
stitutes a class of complete functions in the range@0,L# ~see
Stepanov@13#! satisfying the boundary conditions in Eq.~3!;
int@•# indicates the integer part. This set was apparently first in
duced by Filonenko-Borodich@12#. Moreover, functionsPj (x),
j 51,2, . . . arequasiorthogonal, that is, the following condition
hold:

E
0

L d4Pj~x!

dx4
Pk~x!dx52

p4

2L3 H j 4 if j 2k52

~ j 12!4 if k2 j 52
,

(8)

E
0

L d4Pj~x!

dx4
Pk~x!dx5H p4@ j 41~ j 12!4#

2L3
if j 5k

0 if j Þk

.

Substitution of Eq.~5! into Eq. ~2! yields an error«n(x) given by

«n~x!5EI(
j 51

n

Aj

d4Pj~x!

dx4
2q0 . (9)

Requirement of orthogonality reads

„«n ,Pj~x!…50; j 51,2, . . .n, (10)

where the scalar product is represented as follows:

„«n ,Pj~x!…5E
0

L

«n~x!Pj~x!dx. (11)

Equation~10! represents an algebraic system ofn equation in the
unknownsAj , j 51,2, . . .n which reads, for evenP2 j (x) and odd
comparisonP2 j 11(x) functions, respectively, the following sets o
equations:

5
A02A25q0L4/8EI[K,

24~A22A4!2~A02A2!50,
¯

~ j 11!4~A2 j2A2 j 12!2 j 4~A2 j 222A2 j !50,
¯

(12)
778 Õ Vol. 70, SEPTEMBER 2003
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5
A1134~A12A3!50,

34A3154~A32A5!50,
¯

~ j 11!4A2 j 111~ j 13!4~A2 j 112A2 j 13!50,
¯

(13)

where Eq.~8! has been taken into account and integrals involv
termsq(x) have been evaluated yielding

E
0

L

q~x!Pj~x!dx5H q0L if j 50

0 if j .0
. (14)

Solution of the algebraic system in Eq.~13! is trivial, that is,
odd-numbered constantsA2 j 11 are identically vanishing, and the
approximate transverse displacement of the beam axis ma
rewritten after some straightforward manipulations as follows:

w̃n~x!5A01(
j 50

n

~A2 j 122A2 j !cos@2~ j 11!px/L#. (15)

Solution of the algebraic systems in Eq.~12! reads

A2n5
K

~n11!4
5

q0L4

8p4EI

1

~n11!4
,

A2n225K/~n21!41A2n ,
(16)

¯

A05K(
j 50

n
1

~ j 11!4
5

q0L4

8p4EI
(
j 50

n
1

~ j 11!4

sinceA2n1250 in Eq. ~12! because only the first 2n terms have
been retained. Equation~15! can be rewritten as

w̃n~x!5KF(
j 50

n
1

~ j 11!4
2(

j 51

n
cos~2 j px/L !

j 4 G . (17)

Letting n→` in Eq. ~15! leads to the expression, denoted byw̃`
@14,15#,

w̃`~x!5KFp4x2

3L2
2

4p4x3

3L3
1

3p4x4

4L4 G ; 0<x<L. (18)

Evaluation of mid-span transverse displacementw̃`(L/2), from
Eq. ~18!, yields an expression which coincides with the we
known formula given in Eq.~4!.

Bending momentM (x), along the beam axis, can be evaluat
by means of Eq.~18!, bearing in mind the familiar relation

d2w~x!

dx2
52

M ~x!

EI
. (19)

Substituting expression forw̃`(x) into Eq. ~19! results in

M ~x!52KS 2p4

3L2
2

4p4x

L3
1

4p4x2

L4 D . (20)

Settingx50, or x5L, yields the well-known expression for th
bending moment at the end of clamped-clamped beam, nam
M (0)5M (L)52q0L2/12. Note, that some mathematical prope
ties of Filonenko-Borodich functions defined in Eq.~6! and Eq.
~7! were proved by Vilenkin@15#.
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Thermal Stresses in an Infinite Slab
Under an Arbitrary Thermal
Shock

A. E. Segall
Associate Professor, Engineering Science and Mechan
The Pennsylvania State University, University Park,
PA 16802. Mem. ASME

Introduction
A number of studies on the thermal shock behavior of fini

thickness slabs with the temperature varying through the thickn
have been conducted over the years by researchers such as A
cht @1#, Chen@2#, and Nied@3#, to name just a few. However,
review of these solutions reveals that the transient thermal loa
is usually restricted to either a step or linear function of tim
whereas many thermal shocks are asymptotic in form~Vedula
et al.@4# and Tu and Segall@5#!. Consequently, the actual time an
magnitude of the maximum stress may vary significantly from
overly conservative prediction based on step loading. From
engineering and design perspective, this shortcoming can be
cal since reliability and failure predictions can become sign
cantly skewed. Because of the need to realistically address
time-dependent nature of thermal shock, a study was undert
to derive transient stress solutions for an infinite-slab subjecte
an arbitrary thermal loading. The results presented herein s
how generalized solutions are possible if the materials prope
are assumed constant, the surface temperature history can b
scribed by a polynomial, and the temperature gradients are
stricted to the thickness coordinate.

Analytical Considerations
For a finite-thickness slab, the partial differential equation g

erning the transient temperature distribution is

]2T

]x2
5

1

D

]T

]t
(1)
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whereT is the temperature,t is time,x is the coordinate from the
thermally loaded surface, andD is the thermal diffusivity that is
assumed to be independent of temperature. The initial and bo
ary conditions of the problem are

T~x,0!50 (2a)

]T

]x
~h,t !50 (2b)

T~0,t !5Ts~ t ! (2c)

where h is the thickness of the slab andTs(t) is the surface
thermal-loading that is an arbitrary function of time. If a un
step-loading,Ts(0,t)5constant is assumed, Eq.~1! can be solved
into the following form as shown by Austin@6#:

T~x,t !5TsF12(
k51

`

Cke
2bk

2tG (3)

where

Ck5Ak cosS Qk

x2h

h D (4a)

Ak5
4~21!k11

p~2k21!
(4b)

Qk5
p~2k21!

2
(4c)

bk
25

DQk
2

h2
. (4d)

The resulting step response can then be used as a kernel
Duhamel’s relationship~Fodor @7#! for a more generalized
solution:

T~x,t !5H~0!F~x,t !1E
0

t ]H~0,t!

]t
F~x,t2t!dt (5)

to determine the temperature response,T(x,t) to an arbitrary ex-
citation H(0,t). The front term, H(0) represents the step
excitation atx50 while F(x,t) is Eq. ~5! with Ts51. Generali-
zation of the excitationH(0,t) is possible via a polynomia
containing both integral and half-order terms up toNth order:

H~0,t !5a01a1t1/21a2t1a3t3/21 . . . 5(
n50

N

antn/2 (6)

wherean represent polynomial coefficients determined using le
squares methods. Given the form of Eqs.~3!–~6!, the transient
response to a system initially at a temperature of zero und
generalized polynomial excitation becomes

T~x,t !5a0d0~x,t !1(
n51

N

anF tn/22
n

2
dn~x,t !G (7)

where the response functionsdn(x,t) for n50,1,2 . . .N are de-
fined as

d0~x,t !5F~x,t ! (8a)

with the remaining half and integral-order terms defined
follows:

6,
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Fig. 1 Transient temperature distributions as a function of nondimensional time and location
through the thickness of the slab
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d2 j 21~x,t !5
~21! j 11

2 j 21
z~ j 21,2j 23!(

k51

`
CkVk

bk
2~ j 21!

1(
i 50

j 22 F ~21! i
t
2~ j 2 i !23

2

2i
z~ i ,2j 23!(

k51

`
Ck

bk
2~ i 11!G

(8b)

d2 j~x,t !5~21! jx~ j 21,j 21!(
k51

`
Cke

2bk
2t

bk
2 j

1(
i 50

j 21 F ~21! i t j 2 i 21x~ i , j 21!(
k51

`
Ck

bk
2~ i 11!G (8c)

with the subscript integer set asj 51,2,3 . . .N. It is important to
note that forj 51, the second term in Eq.~8b! is equal to zero fo
the unlikely summation over the range ofi 50→21.

The reoccurring functionsx~h,l! andz~h,l! found in Eqs.~8b!
and ~8c! are defined as follows:

x~h,l!5
l!

~l2h!!
(9a)

z~h,l!5
2hG~l/211!

G~l/2112h!
(9b)

whereG is the Gamma function. The use of half-order terms
the polynomial results in an additional reoccurring function t
includes complex argumentsi 5A21:

Vk~ t !5E
0

t 2e~2bk
2
~ t2t!!

At
5

2 iAp erf~ ibkAt !e2bk
2t

bk
. (10)

As an alternative to Eq.~10!, the Laplace Transform identity o
the convolution integral can be used such that
SEPTEMBER 2003
y
at

Vk~s!5LH E
0

t

t21/2e2bk
2
~ t2t!dtJ 5Ap

s

1

~s1bk
2!

(11)

wheres is the Laplace variable. Once in this form, the inversi
can be approximated by using the ten-term Gavor-Stehfest in
sion technique advocated by Woo@8#:

Vk~ t !'
Ln~2!

t (
m51

10

wmF Ap

Asm* ~sm* 1bk
2!

G (12)

where the modified Laplace variables* is

sm* 5
Ln~2!

t
m (13a)

and the series coefficientswm , can be determined by the follow
ing relationship:

wm5~21!m1p/2

3 (
q

min~m,p/2!
qp/2~2q!!

~p/22q!!q! ~q21!! ~m2q!! ~2q2m!!
.

(13b)

In Eq. ~13b!, q represents the integer value of (m11)/2 andp is
the number of terms in the series that is set at ten for the cur
analysis. Using ten terms, Eq.~12! shows excellent agreemen
with numerical integration over many decades of the argumen
should also be noted that a first-order approximation develope
Segall@9# can be employed to integrate Eq.~10! for small values
of time:

E
0

t

t21/2e2bk
2
~ t2t!dt'2t1/2e2bk

2t (14)

provided the conditionbk
2t.0.1 is satisfied to keep the relativ

error below 3%.
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Fig. 2 Transient thermoelastic distributions as a function of nondimensional time
and location through the thickness of the slab
h

n
s

-

be
ed
der
u-
d

po-
re-
ata

ally

the
stic

rent

olv-
the
stic

the
by an
ary
f a
he
pro-
ter-
not

ce

at-
Thermoelastic Stresses
Once the transient temperature-distributions are known,

stresses can be determined by the following relations
~Nied @3#!:

sy~x,t !5
aE

~12n! F4h26x

h2 E
0

h

T~x,t !dx

1
12x26h

h3 E
0

h

xT~x,t !dx2T~x,t !G (15a)

whereE is the elastic modulus,n is Poisson’s ratio, anda is the
coefficient of thermal expansion. Substitution of the transient te
perature distribution results in the following relationship for t
prevailing thermal stress:

sy~x,t !5
aE

~12n! F4h26x

h2
l11

12x26h

h3
l22T~x,t !G (16)

where

l15a0hd̄01(
n51

N

anhF tn/22
n

2
d̄n~ t !G (17)

l25a0

h2

2
d% 01(

n51

N

an

h2

2 F tn/22
n

2
d% n~ t !G . (18)

The redefined termsd̄n andd% n represent the response functio
given by Eq.~8! with Ck in each infinite sum replaced by Eq
~19a! and ~19b!, respectively

C̄k5
Ak

Qk
sin~Qk! (19a)

C% k5
2Ak

Qk
2

@12cos~Qk!# (19b)

Results
For an asymptotic thermal loading of the form

T~0,t !5DT~12e21/2t! (20)
echanics
the
hip

m-
e

s
.

with DT51, a six-term polynomial nearly perfectly fits the time
temperature history as shown by thex/h50 curve in Fig. 1. For
the current analysis, the six-term polynomial was found to
adequate with lower orders deviating from the impos
asymptotic loading. However, it should be noted that higher-or
polynomials would not necessarily improve the quality or acc
racy of the fit because curve instabilities or ‘‘wiggles’’ aroun
the individual date points would also develop. Hence, the
tential versatility of higher-order polynomials should be ca
fully weighed against their tendency to meander about the d
points.

As also shown in Fig. 1, the predicted response for a therm
thick material (h50.05 m andD50.085 cm2/s) shows excellent
agreement with the closed form expression~Austin @6#! for
various values of nondimensional time and depth away from
exposed surface. Figure 2 shows the resulting thermoela
stresses for the same material (E5207 GPa anda51.8E26/°C!
for the same nondimensional times and depths. For the cur
calculations, only the first ten terms in the infinite series~Eq. ~3!!
were required to produce reasonable results; calculations inv
ing up to a 1000 terms produced no significant changes in
calculated thermal response and the resulting thermoela
stresses.

Conclusions
A series solution was derived that allows the calculation of

thermal transients and the resulting thermal-stresses caused
arbitrary surface loading on a finite-thickness slab. The arbitr
nature of the thermal loading was allowed through the use o
polynomial that employed integral and half-order terms. T
method appears well suited for complicated thermal shocks
vided the analysis is restricted to the time interval used to de
mine the polynomial and the thermophysical properties do
vary with temperature.
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Discussion: ‘‘Normal Indentation
of Elastic Half-Space With
a Rigid Frictionless Axisymmetric
Punch’’ „Fu, G., and Chandra, A.,
2002, ASME J. Appl. Mech., 69,
pp. 142–147…

F. M. Borodich
L. M. Keer
Northwestern University, Evanston, IL 60208-3109

The authors presented an interesting consideration of an
symmetric frictionless contact problem with the aid of mathem
cal software MATHEMATICA. Evidently, the use of modern an
lytical software gives a possibility to obtain new results, che
known solutions, and correct possible misprints. However, so
papers in the field should be added to their reference list.

In 1939 an analytical solution for a punch described by a m
nomial function ofr of a positive even degreea was obtained by
Shtaerman@1#. It is worth mentioning that after A. E. H. Love ha
obtained his solution, the problem for conical punch was a
solved by Lur’e@2# in 1941. The problem for a punch describe
by a monomial function ofr of an arbitrary real degreea was
solved by Galin~see Chap. 2, paragraph 5 in Ref.@3#!. Then this
problem was also analyzed by Sneddon@4#. In 1957 the problem
was analyzed by Segedin@5# for a punch whose shape is repr
sented by a series~a polynomial function ofr! with integer de-
greesa. For a punch described by a fractional power series or,
the problem was analyzed in Ref.@6#. The analysis in Ref.@6# was
based on the Galin’s solution~@3#!. It was shown that the solution
can be also used in the case when the punch is a transver
isotropic solid and the half space has homogeneous initial stre
In particular, a formula similar to formula~17! was obtained.

References
@1# Shtaerman, I. Ya., 1939, ‘‘On the Hertz Theory of Local Deformations Res

ing From the Pressure of Elastic Solids,’’ Dokl. Akad. Nauk SSSR,25, pp.
360–362~in Russian!.

@2# Lur’e, A. I., 1941, ‘‘Some Contact Problems of the Theory of Elasticity,’’ Prik
Mat. Mekh., 5, pp. 383–408 ~in Russian!; Lur’e, A. I., 1964, Three-
Dimensional Problems of the Theory of Elasticity, Interscience Publishers
New York.

@3# Galin, L. A., 1953,Contact Problems in the Theory of Elasticity, Gostekhizdat,
Moscow-Leningrad.~English translation by H. Moss, edited by I. N. Sneddo
North Carolina State College, Departments of Mathematics and Enginee
Research, NSF Grant No. G16447, 1961!.

@4# Sneddon, I. N., 1965, ‘‘The Relation Between Load and Penetration in
Axisymmetric Boussineq Problem for a Punch of Arbitrary Profile,’’ Int.
Eng. Sci.,3, pp. 47–57.

@5# Segedin, C. M., 1957, ‘‘The Relation Between Load and Penetration fo
Spherical Punch,’’ Mathematika,4, pp. 156–161.

@6# Borodich, F. M., 1990, ‘‘Hertz Contact Problems for Elastic Anisotropic Ha
Space With Initial Stress,’’ Soviet Appl. Mechanics,26, pp. 126–132.
Copyright © 2Journal of Applied Mechanics
axi-
ti-
-
ck
me

o-

lso
d

-

sally
ses.

lt-

.

,
ring

the
.

r a

f-

Closure to ‘‘Discussion of ‘Normal
Indentation of Elastic Half-Space With
a Rigid Frictionless Axisymmetric
Punch’ ’’ „2003, ASME J. Appl.
Mech., 70, pp. 783…

A. Chandra
G. Fu

Mechanical Engineering Department, Iowa State
University, Ames, IA 50011

Our work ~@1#! was based on Green’s solution~@2#!. We thank
the discussors for pointing out a different approach taken by Bo
rodich @3# following the work of Galin@4#. At the time of publi-
cation, we were unaware of the work by Borodich. The usage o
our derived solution is straightforward. With modern mathemati
cal software, hypergeometric function will be like a regular el-
ementary function and the final result is easy to be obtain. It ca
also be used to check analytical expressions for possible m
prints.

As it is pointed out in the paper, the power of the ‘‘polynomial’’
can be any non-negative number, such as 0, 2, 1/12,e, p. With
this solution, one can use multiple terms to define the punch sha
instead of a monomial function of the punch radius.

We appreciate the fact that there exist numerous contribution
to this field in the Russian literature, and our understanding of th
work is mainly based on the books by Gladwell@5# and Sneddon
@6#. Johnson@7# also mentioned the solutions by Shtaerman an
Galin in his book.
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Discussion: ‘‘Dynamic Condensation
and Synthesis of Unsymmetric
Structural Systems’’ „Rao, G. V., 2002,
ASME J. Appl. Mech., 69, pp.
610–616…

Z.-Q. Qu1

Department of Civil Engineering, University of Arkansa
Fayetteville, AR 72701

The dynamic condensation method~@1#! was successfully ex
tended by Rao@2# to handle the unsymmetric systems with dam
ing. This method is very interesting and useful in the finite e
ment modeling, vibration control, etc. However, o
misunderstanding occurred when this approach was utilize
substructure synthesis.

As stated by the author in Sec. 4, the reduced order mat
@MR# and @KR# of each substructure in Eqs.~16! and ~17! have
the form

@MR#5F @0# @MmmR#

2@MmmR# 2@CmmR#
G , @KR#5F @MmmR# @0#

@0# @KmmR#
G

(1)

in which @MmmR#, @CmmR#, and @KmmR# are the reduced orde
mass, damping, and stiffness matrices of orderm3m.

Actually, if the reduced order matrices@MR# and@KR# are com-
puted from Eqs.~16! and ~17! as indicated by the author, the
two matrices are generally fully populated and do not have
forms shown in Eq.~1!. This will be explained in detail later
Hence one cannot simply convert these two matrices into the
placement space with the explicit forms of the reduced order
trices@MmmR#, @CmmR# and@KmmR#. If the matrices on the right
hand sides of Eq.~1! are known and those on the left-hand sid
are unknowns, the relations shown in this equation are right. H
ever, the problem is how we get the reduced matrices@MmmR#,
@CmmR#, and@KmmR# before we have@MR# and @KR#.

To simplify the discussion, consider a symmetric problem.
1Current address: 2409 Wynncrest Circle, 6205, Arlington, TX 76006.
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ter the simplification, the full order matrices@M̄ # and@K̄# in Ref.
@2# become

@M̄ #52F @0# @M #

@M # @C#
G , @K̄#5F2@M # @0#

@0# @K#
G , (2)

if the eigenproblem in Sec. 3 rather than the dynamic equations of
equilibrium in Sec. 2 is considered. The transformation matrices
@R# and@S# are the same and indicated by@R#. The corresponding
governing equation for the transformation matrix is given by

@R#5@K̄ss#
21@~@M̄ sm#1@M̄ ss#@R# !@MR#21@KR#2@K̄sm##

(3)

and the initial approximation is

@R#~0!52@K̄ss#
21@K̄sm#. (4)

A very simple numerical example is given to show the form of
reduced order matrices@MR# and@KR#. In this example, the mass,
damping, and stiffness matrices are

@M #5F 1 0 0

0 1 0

0 0 1
G , @C#5F 1 0 0

0 0 0

0 0 0
G ,

(5)

@K#5F 2 21 0

21 2 21

0 21 1
G .

Two cases that the first and the third degrees of freedom are,
respectively, selected as the master degrees of freedom are con-
sidered. The resulted reduced order matrices@MR# and@KR# from
the initial approximation and the first three iterations are listed in
Table 1. The results show that reduced order matrices@MR# and
@KR# obtained from the initial approximation, that is, Guyan con-
densation, have the forms given in Eq.~2!. This conclusion can be
proven simply. After two iterations, both reduced order matrices
are fully populated. The further discussion on the dynamic con-
densation of viscously damped, symmetric models may be found
in Refs.@3–6#.
Table 1 Reduced order matrices †MR‡ and †K R‡ during iteration

Iteration

Case 1 Case 2

@MR# @KR# @MR# @KR#

0 0 21 21 0 0 21 21 0
21 21 0 1 21 20.1111 0 0.3333

1 0 23 23 0 0.2469 21.4815 21.4815 0
23 21 0 1 21.4815 20.1111 0 0.3333

2 23.3333 24.6667 22.4444 0.5556 0.1963 21.5716 21.5042 20.0311
24.6667 21 0.5556 1.5556 21.5716 20.1962 20.0311 0.3512

3 23.0183 25.1174 23.0159 0.6003 0.2750 21.6296 21.6196 20.04670
25.1174 20.6281 0.6003 1.6537 21.6296 20.2148 20.04670 0.3507
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Closure to ‘‘Discussion on ‘Dynamic
Condensation and Synthesis of
Unsymmetrical Systems’ ’’ „2003,
ASME J. Appl. Mech., 70, p. 784…

G. V. Rao
EMRC 607/900 Barton Centre, M. G. Road, Bangalore
Karnataka 560001, India

I appreciate Zu-Qing Qu for the interest shown and for mak
useful comments on the contents of my paper.

The reduced order matricesMR andKR retain the same form a
given in Eq.~1! as the iterations progress. The computation res
presented by Zu-Qing Qu seem to be incorrect.

With the help of the procedure in Sec. 3 of my paper,
computations for the first three iterations are carried out on
numerical example cited by Zu-Qing Qu. The results of the
three iterations are given in Table 1 hereunder.

In addition to the above, the eigenvalues are also extracte
the full system and the two cases of master selection. The
verged eigenvalues are shown in Table 2 below.

Further to the above, I wish to add here that since the form
tion in my paper finally falls into the category of unsymmet
matrices—particularly so in the case of the mass matrix in
~2!—the assumption by Zu-Qing Qu that the transformation
trices @R# and @S# are the same even for a symmetric structur
not valid.
Copyright © 2Journal of Applied Mechanics
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Table 1 MR and K R for three iterations

Iteration

Case 1 Case 2

MR KR MR KR

0 0 1 1 0 0 1 1 0
21 21 0 1 21 0.1111 0 0.333

1 0 1 1 0 0 1 1 0
23.0 21 0 1 21.481 20.111 0 0.333

2 0 1 1 0 0 1 1 0
23.0 20.5165 0 1 21.50 20.167 0 0.333

3 0 1 1 0 0 1 1 0
24.1111 20.4444 0 1 21.572 20.161 0 0.333

10 0 1 1 0 0 1 1 0
24.765 20.516 0 1 21.588 20.172 0 0.333

Table 2 Eigenvalues

Mode
no. Full system Case 1 Case 2

1 20.05421J 0.4549 20.05071J 0.4553 20.054191J0.4549
2 20.05422J 0.4549 20.05072J 0.4553 20.054192j 0.4549
3 20.33361J 1.2374
4 20.33362J 1.2374
5 20.112251J 1.6996
6 20.112252J 1.6996
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